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ABSTRACT

Internet Censorship is a phenomenon that crosses several study fields, from computer networking and computer security to social sciences; together with censorship detection and censorship circumvention it has impact on Internet infrastructure, protocols and user behaviors. Detection of Internet Censorship is the basis for the study of this phenomenon, and recently it has received focus from a technical point of view. Due to the heterogeneity of study fields and approaches, the scientific corpus on these topics is still in need of an overall analysis, based on coherent framework and lexicon to describe the experimented approaches and findings.

In this paper we present a survey on Internet Censorship detection. We propose a reference for censoring techniques and a characterization of censoring systems, with definitions of related concepts. Based on the censoring techniques investigated in literature, we propose an analysis and discussion of censorship detection techniques and architectures and we present a chronological synopsis of the literature adopting or introducing them. Then we collect, study, and discuss available tools and platforms for censorship detection, and propose a characterization scheme to analyze and compare them. Finally, we compare and discuss detection architectures, tools and platforms, and we use the results to infer current challenges and for proposing new directions in the field of censorship detection.

1. Introduction and motivations

Internet Censorship is a complex phenomenon that is deeply discussed and analyzed in the field of social sciences, and in recent years has attracted attention from other fields such as computer security and computer networking due to the widespread adoption of ICT for information control, which had previously focused on analog mass media. Putting aside the social and political aspects related to censorship, we focus on the technical aspects: regardless of the aims, scope or legitimacy, we consider “Internet Censorship” as the intentional impairing or blocking of access to online resources and services. The design principles of the Internet as an open and distributed system contrast with the controls required by censorship. Therefore the technical means adopted to this end almost invariably imply the interference with—or disruption of—standard network protocols and expected behavior of network applications. This has practical consequences for all the stakeholders of the Internet: the end users, which are subject to restrictions and impairments with varying degrees of transparency; the ISPs, that face the complicated trade-off among complying with the law, building and managing the censorship infrastructure, and providing the best service to their customers; the transit operators, that potentially experience unexpected traffic patterns; finally the online service providers, that may have to deploy and operate censorship systems as demanded by the law of their own country, and whose global user base (up to whole countries at a time) can be subjected to

* Corresponding author.
E-mail addresses: giuseppe.aceto@unina.it (G. Aceto), pescape@unina.it (A. Pescapé).

http://dx.doi.org/10.1016/j.comnet.2015.03.008
1389-1286/© 2015 Elsevier B.V. All rights reserved.
impressions or complete blocking. Moreover, due to both the complexity and non-standard nature of censorship techniques, unforeseen side effects can strike third parties (as actually already happened [110]). Summarizing, even when adopted for legitimate and honorable aims, censorship requires mangling of several components of the Internet, which has an impact on all its stakeholders. Several systems for circumvention and detection of Internet Censorship have been developed over the years; these too are of interest for the different Internet stakeholders, according to their roles. In fact surveillance needs to recognize the related traffic, and prevent both false negatives (when circumvention is effective) and false positives (when censorship detection triggers the alarms); users and online service providers may be interested in circumvention techniques to prevent side effects or unlawful interference (besides illicitly eluding the restrictions). In addition to the aforementioned reasons, censorship detection is of central importance for different actors. For academy and industry researchers, the study and employment of censorship detection is critical to understanding if, to what extent, and with which method censorship is enforced. Significant aspects of censorship, such as its enforceability, effectiveness, transparency, as well as possible unwanted side effects, strongly depend on the technical details of the adopted censorship technique and thus evolve with the technology and real usage of it. For the creators of circumvention systems, the mechanics of censorship revealed by detection are at the basis of the design and development of their tools. Finally, for the operators and users that perform network diagnostics, the detection of censorship can provide the explanation for apparent outages and malfunctioning, removing blame from the application, network administrator, ISP, or online service provider. In brief, for many different actors censorship detection is either very valuable or strictly necessary.

Despite this, to the best of our knowledge, no peer-reviewed survey has investigated such topics, moreover, no survey is available that specifically addresses Internet Censorship detection. Previous works have surveyed and analyzed Internet Censorship and circumvention techniques and tools (Leberknight et al. [99], Elahi and Goldberg [50]). An analysis of the different phases of the application of Internet Censorship and the citizens’ perception and reaction to it is presented by Bambauer [16]. The studies on Internet Censorship and papers proposing detection and circumvention techniques often report a technical analysis of selected censorship techniques and related works; these however are not meant to be surveys, and thus are selective or partial, do not adopt a shared lexicon, and suffer from the diversity of venues and goals characterizing the papers.

In this paper we aim to fill this gap in the literature through this survey focused on Internet Censorship detection techniques and architectures and their implementations in tools and platforms. We also propose and adopt a coherent reference framework for the description of Internet Censorship enforcement techniques and for the characterization of censoring systems. In studying the literature and the available tools and platforms for censorship detection, we have considered top conferences and journals in the field of computer networks and computer security, searching for works discussing Internet censorship, censorship detection and censorship circumvention; without the aim of being exhaustive, we have adopted an inclusive approach of considering minor venues and technical reports when we deemed the contribution worth mentioning. From the selected literature, we have derived the references to the analyses of censorship systems and case studies, and techniques, architectures, tools and platforms used for the task of censorship detection. Then each reference has been analyzed to extract and discuss, where applicable: the considered censoring techniques, the adopted detection techniques, tools, and platforms, and the proposed architectures. In the analysis and throughout the survey we have considered architectures as the detection systems for which only a structural and functional description is provided, and there is no publicly available implementation (possibly excluding proof-of-concept or study-specific prototypes). When an implementation is available, we adopt the term tool if the aim of the application is on one-spot measurement and can be operated from a local installation, and call platform an application that automatically takes care also of a number of accessory tasks, and is usually distributed in nature, requiring administrative access to multiple hosts. For tools and platforms not presented in academic papers, the online documentation has been leveraged, and when the application itself or its source code are available, they have been analyzed. Collectively we refer to architectures, platforms and tools devoted to detection of Internet Censorship as “detection systems”.

With this survey we aim to fill a gap in academic literature regarding Internet Censorship detection, also offering a reference frame for the description of Internet Censorship systems. The outcome of our research and the contributions of this work can be summarized with:

- a reference description of censorship techniques and systems;
- a survey of censorship detection systems;
- a characterization frame for the comparison of censorship detection systems;
- a discussion of considered detection architectures, tools and platforms; and
- an analysis of challenges and future directions of censorship detection systems.

This survey is structured as follows. Section 2 constitutes an overview and background on different technical aspects of Internet Censorship and related concepts, introducing and defining the terms that will be used in the survey.

In Section 3 we provide a reference for censoring techniques, discussing the types of actions and evidences of censorship with the related bibliography, in order to describe the related detection techniques. The censoring techniques are ordered according to the phases of an (ideal) communication sequence necessary to reach an online resource: starting with path establishment by the routing protocol and ending with the resource retrieval by the application.
Building on the background, definitions, and references, we present a survey of censorship detection techniques in Section 4, with a subsection specifically devoted to detection architectures as proposed in the relevant literature. The considered papers are characterized with respect to the communication sequence phases, as in the previous section, alongside properties of the detection technique, and are reported as a chronological grid in Table 1.

The whole Section 5 is devoted to tools and platforms for censorship detection whose implementation is available to the public, describing and discussing their specific peculiarities; a comparison of available tools and platforms for censorship detection in terms of censorship techniques detected is shown in Table 2.

Section 6 presents a characterization framework for censorship detection architectures, platforms, and tools, based on their most relevant properties. In the same section a comparison is provided of censorship detection architectures, platforms, and tools considered, as shown in Table 3, adopting the characterization frame introduced before.

Finally, in Section 7, conclusions drawn from this survey are discussed and the inferred open challenges and future directions are proposed.

2. Background: technical aspects of Internet Censorship and definitions

Terminology in the matter of Internet Censorship is not well defined, being often ambiguous and inconsistent across different papers. The phenomenon under analysis also lacks a common definition, being named filtering, blocking, interference, tampering, surveillance, referring possibly to different aspects of it, with little or no formalism. This does not help scientific discussion on the topic and the dissemination of technical advancement in detection and circumvention. Valuable contributions in the direction of clearly defining the concepts related to Internet Censorship have been provided by Verkamp and Gupta [147], Filastó and Appelbaum [57], even though they were not driven by this goal, their approaches aimed either at reporting the state of art or providing the researchers with detection tools. One of the first technical characteristics of Internet Censorship can be found in [48], where it is defined as “[…] refusing users access to certain web pages without the cooperation of the content provider, the hosting provider and the owner of the client machine being used to access these pages”. A somehow more generic definition is proposed by Elahi and Goldberg [50]: “Internet Censorship is the intentional suppression of information originating, flowing or stored on systems connected to the Internet where that information is relevant for decision making to some entity”. This definition, while having merits in highlighting the motivation behind the censorship and its intentionality, goes beyond the scope of this survey, that is focused on the detection of censorship and has little practical use for the modeling of the censor’s decision making processes.

While most research on Internet Censorship has focused on the Web, and thus on censorship of web resources, censorship has been found also on other Internet applications and services. Therefore, extending the definition provided in [48] for web pages and including what we will describe as soft censorship techniques, we define “Internet Censorship” the intentional impairing of a client application in communicating with its server counterpart, enforced by a third party (neither the user, nor the server operator), named hereafter “censor”. The impairing can act both on the communication control and on the informative content that the communication is meant to convey. The intentionality differentiates censorship from outages and the selective censor behavior (affecting the censored resources or services and not others) is the condition necessary to detect it. We note that the adoption of a client–server terminology does not restrict the definition to applications implementing exclusively this communication paradigm, as also in peer-to-peer applications each communication sees at least one node initiating the exchange thus qualifying itself as “client” for that exchange. In this section we will provide definitions for concepts related to Internet Censorship techniques.

There are many such techniques that deliberately interfere with access to online resources; from a network topology point of view, we propose a coarse-grain classification with regards to the components of the communication system that are employed for censorship: client-based, and server-based, if censorship is applied at the ends of the communication path, network-based, if it happens in between. While most of literature surveyed in this work is focused on detection of network-based censorship, in this section an overview of client-based and server-based censorship techniques is also given; moreover the concepts of self-censorship and circumvention are briefly discussed with bibliographic references providing a more comprehensive context.

2.1. Definitions

In the following we define terms and concepts related to Internet Censorship that will be useful in describing censoring techniques and censorship detection techniques, elaborating on definitions (explicit or implicit) from the related literature.

target: An online resource or service; it is characterized by information needed by a client application to access it: e.g., for a document its URL, or for a service its application protocol (with signatures potentially triggering keyword-based censorship) or a list of servers (characterized by hostname, IP addresses, transport port).

trigger: The element or group of elements, in the traffic generated when the client requests access to the target, that cause the censoring system to act; if the trigger is absent (where possible) or substituted with a non-trigger then censorship does not happen i.e. the requested target is reachable; it is characterized by the phase of communication it affects, the levels of the network protocol stack that are involved and possibly specific protocols; implies the presence of a surveillance device.

1 As previously noted, the case of peer-to-peer applications fits in this classification considering each communication, with the node initiating it acting as the client of a client–server scenario.
<table>
<thead>
<tr>
<th>Paper</th>
<th>Year</th>
<th>BGP</th>
<th>DNS</th>
<th>IP/port filter</th>
<th>TCP disrupt</th>
<th>Soft-cens.</th>
<th>TLS</th>
<th>Keyword</th>
<th>HTTP</th>
<th>Server-side</th>
<th>Passive</th>
<th>Topology</th>
<th>Tomography</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dornseif [48]</td>
<td>2003</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>In-depth discussion of DNS tampering</td>
</tr>
<tr>
<td>Clayton et al. [31]</td>
<td>2006</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Time; 1 probe outside censornet, targets inside</td>
</tr>
<tr>
<td>Clayton [30]</td>
<td>2006</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Detecting UK “clean-feed” system</td>
</tr>
<tr>
<td>Ballani et al. [15]</td>
<td>2007</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Analysis of control- and data-plane data</td>
</tr>
<tr>
<td>Crandall et al. [33]</td>
<td>2007</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td>X</td>
<td></td>
<td>Architecture: ConceptDoppler; time sensitive</td>
</tr>
<tr>
<td>Dagon et al. [38]</td>
<td>2009</td>
<td>–</td>
<td>X</td>
<td>(p)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Device fingerprint</td>
</tr>
<tr>
<td>Antonides et al. [12]</td>
<td>2010</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Architecture: MOR; leverages Tor</td>
</tr>
<tr>
<td>Kreibich et al. [94]</td>
<td>2010</td>
<td>–</td>
<td>X</td>
<td>(p)</td>
<td>–</td>
<td>(p)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Platform: Netalyzr; network neutrality analysis</td>
</tr>
<tr>
<td>Park and Crandall [116]</td>
<td>2010</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Web proxies as probes</td>
</tr>
<tr>
<td>Dainotti et al. [39]</td>
<td>2011</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Analysis of BGP, traceroute, unsolicited traffic</td>
</tr>
<tr>
<td>Holz et al. [73]</td>
<td>2011</td>
<td>–</td>
<td>(p)</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Port 443 reachability; in-depth TLS/SSL certificate analysis</td>
</tr>
<tr>
<td>Sfakianakis et al. [136]</td>
<td>2011</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Architecture: CensMon; fuzzy hashing content</td>
</tr>
<tr>
<td>Sohogian and Stamm [139]</td>
<td>2011</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>SSL tampering detection</td>
</tr>
<tr>
<td>Weaver et al. [152]</td>
<td>2011</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>(p)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Platform: Netalyzr; DNS tampering in-depth</td>
</tr>
<tr>
<td>Xu et al. [159]</td>
<td>2011</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Geographical target selection, probes outside censornet</td>
</tr>
<tr>
<td>Aase et al. [2]</td>
<td>2012</td>
<td>(a)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Client-based cens.; manual Weibo probing; time analysis</td>
</tr>
<tr>
<td>anonymous [10]</td>
<td>2012</td>
<td>(d)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Scan IPv4 space for DNS injectors</td>
</tr>
<tr>
<td>Feng and Guo [54]</td>
<td>2012</td>
<td>X</td>
<td>X</td>
<td>(p)</td>
<td>(p)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Mainly focused on topology (traceroute analysis)</td>
</tr>
<tr>
<td>Filastó and Appelbaum [57]</td>
<td>2012</td>
<td>(p)</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Platform: OONI;</td>
</tr>
<tr>
<td>Holz et al. [74]</td>
<td>2012</td>
<td>–</td>
<td>(p)</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>(p)</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>Platform: Crossbear; SSL certificate analysis</td>
</tr>
<tr>
<td>Holz et al. [147]</td>
<td>2012</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Manual inspection of packet traces, crafted servers</td>
</tr>
<tr>
<td>Winter and Lindskog [157]</td>
<td>2012</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Specific for Tor [46];</td>
</tr>
<tr>
<td>Anderson [9]</td>
<td>2013</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>NDT in μTorrent; RTT packet loss, throughput</td>
</tr>
<tr>
<td>Aryan et al. [13]</td>
<td>2013</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Obfuscation</td>
</tr>
<tr>
<td>Dalek et al. [41]</td>
<td>2013</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Identification of censoring devices</td>
</tr>
<tr>
<td>Esnaashari et al. [52]</td>
<td>2013</td>
<td>–</td>
<td>(p)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Architecture: WCMT</td>
</tr>
<tr>
<td>Gill et al. [63]</td>
<td>2013</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Data from ONI, rTurtle</td>
</tr>
<tr>
<td>Hiran et al. [72]</td>
<td>2013</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Analysis of control- and data-plane data</td>
</tr>
<tr>
<td>Khatrak et al. [86]</td>
<td>2013</td>
<td>–</td>
<td>(p)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Black-box approach</td>
</tr>
<tr>
<td>Nabi [114]</td>
<td>2013</td>
<td>X</td>
<td>(p)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Tool: Samizdat</td>
</tr>
<tr>
<td>Winter [156]</td>
<td>2013</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>(t)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>All specific to Tor [46];</td>
</tr>
<tr>
<td>Zhu et al. [160]</td>
<td>2013</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>(c)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Queries Weibo API</td>
</tr>
<tr>
<td>Fu et al. [61]</td>
<td>2013</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>(c)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Platform: Weiboscope; Weibo API, differentiated probe frequencies</td>
</tr>
<tr>
<td>King et al. [87]</td>
<td>2013</td>
<td>–</td>
<td>–</td>
<td>(c)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Extensive set of Chinese user-generated-content providers</td>
</tr>
<tr>
<td>Aceto et al. [4]</td>
<td>2013</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>(p)</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Architecture: UBCA; throughput, delay</td>
</tr>
<tr>
<td>Ensafi et al. [51]</td>
<td>2014</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Tool: Spookyscan;</td>
</tr>
<tr>
<td>Abdelberi et al. [3]</td>
<td>2014</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>Analysis of (leaked) filtering devices logs</td>
</tr>
</tbody>
</table>

X yes; – no; ? undisclosed, unclear; (1) just the well known falun keyword; (a) collateral censorship due to routing; (c) evidence collection and content analysis; (d) forged variations of domain names are used as triggers; (p) potentially or partially; and (t) SNI in TLS handshake.
**surveillance device:** The device that analyzes the user traffic looking for triggers; it is characterized by the phase of communication it affects, the (topological) position in the network path, the levels of the network protocol stack that are inspected.

**action:** The action performed by the censor to block, mangle or impair the access to the target; it is characterized, like the trigger, by the phase of communication it affects and the levels of the network protocol stack that are involved; implies the presence of a censoring device performing it.

**censoring device:** A device that applies the censoring action by tampering with the communication between the user and the target so that it is impaired or altogether prevented; the surveillance and censoring devices can be co-located and coincide.

**censoring system:** The surveillance and censoring devices.

**symptom:** What the user experiences as result of the censor action; it can range from the access to a modified target, to an annoying worsening of quality of experience, to complete unreachability of the target, possibly accompanied with an error; in case an error is provided, it characterizes the symptom with the phase of communication and the level of the network stack that appears to issue the error.

**circumvention:** The process of nullifying the censoring action, i.e. accessing the unmodified target—or an equivalent copy—despite the presence of a censoring system; this can be done by preventing the trigger from being seen by the surveillance device or by countering the effects of the action.

### 2.2. Client-based censorship

We consider *client-based censorship* as the blocking of access to online content by means of applications running on the same system of the network application client. It can be implemented by different means, such as an independent application, akin to a *keylogger*, that terminates the applications whose keyboard input matches a blacklisted keyword—such apparently is the technology employed in Cuba, as reported in [150].

Another form for this kind of censorship is a network filter like parental control or company policy control enforcement filters, running as a personal firewall (see [18] for a recent survey, and [144] for a list of websites of parental control software).

Finally, it can be enforced as a modified version of the network application client itself, added with surveillance “features”, as the case of the VoIP/telespresence/instant messaging application TOM-Skype (Chinese clone of Skype) analyzed by Villeneuve [148], Knockel et al. [91], and the Chinese instant messaging application *SinaUC* considered by Aase et al. [2].

2 A *keylogger* is an application that covertly intercepts and processes key strokes directed to other applications running on the same system. A documented case of a *keylogger* being used in conjunction with a censorship circumvention software is described by Marquis-Boire [107]: no direct censorship was enacted, but all text typed by the user was intercepted and reported to a remote server.

<table>
<thead>
<tr>
<th>Detection platform and tool</th>
<th>Detection system</th>
<th>First release year</th>
<th>Detected technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>rTurtle</td>
<td>2009</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Herdict</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akasia</td>
<td>2009</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>VoDubb</td>
<td>2010</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>Greatfire.org</td>
<td>2011</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>OONI</td>
<td>2012</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>Webservoscope</td>
<td>2013</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>Samizdat [114]</td>
<td>2013</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>Spoopyscan [51]</td>
<td>2014</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
<tr>
<td>encore</td>
<td>2014</td>
<td>X</td>
<td>DNS hijacking</td>
</tr>
</tbody>
</table>

- X yes; – no; g distributed by researchers to volunteers; indirect inference: possibility to detect technique but just “blocked” in reports or documentation; (c) uses also a CDN, in [114] no keyword blocking has been detected; (d) detects also direction (client-to-server or server-to-host); (e) can detect unreachability, but does not infer the censorship technique; (p) potentially or partially; (w) uses also web caches, in [114] no keyword blocking has been detected; and (m) to tell censorship from outages comparison with other probes and over time is used.
<table>
<thead>
<tr>
<th>Detection platforms and tools: characterization.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
</tr>
<tr>
<td>Available for use</td>
</tr>
<tr>
<td>Complexity</td>
</tr>
<tr>
<td>Tool</td>
</tr>
<tr>
<td>Platform</td>
</tr>
<tr>
<td>Probe type</td>
</tr>
<tr>
<td>User PC exec.</td>
</tr>
<tr>
<td>Web app.</td>
</tr>
<tr>
<td>Ded. server</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Probe platforms</td>
</tr>
<tr>
<td>Windows</td>
</tr>
<tr>
<td>Linux</td>
</tr>
<tr>
<td>Mac OS</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Probe license</td>
</tr>
<tr>
<td>Open source</td>
</tr>
<tr>
<td>Proprietary</td>
</tr>
<tr>
<td>Not released</td>
</tr>
<tr>
<td>Control</td>
</tr>
<tr>
<td>Manual</td>
</tr>
<tr>
<td>Centralized</td>
</tr>
<tr>
<td>Continuity</td>
</tr>
<tr>
<td>Closed loop</td>
</tr>
<tr>
<td>Target selection</td>
</tr>
<tr>
<td>Crowdsourced</td>
</tr>
<tr>
<td>Scraping</td>
</tr>
<tr>
<td>Complex</td>
</tr>
<tr>
<td>Test variety</td>
</tr>
<tr>
<td>Single</td>
</tr>
<tr>
<td>Few, related</td>
</tr>
<tr>
<td>Diverse</td>
</tr>
<tr>
<td>Helper servers</td>
</tr>
<tr>
<td>Ground Truth Probes</td>
</tr>
</tbody>
</table>
The characterizing property of client-based censorship is that the functionalities of the censorship system are bound to the client system; this poses additional constraint to its detection, requiring tests to be performed within the eavesdropping possibilities of the censoring application: e.g., if input mimicking user actions is not provided through the client keyboard, a keylogger cannot intercept it, and the detection test will be unable to trigger the censorship and thus detect it. On the other hand, having access to a component of the censoring system allows for more direct means of reverse-engineering (such has been the method adopted by Aase et al. [2]). Moreover, based on executable code of the surveillance or censoring application, detection methods and tools adopted to find malware presence can be applied, such as Detekt [29].

2.3. Server-based censorship

The final node of the communication path, the server, is the component where server-based censorship is enforced, with no disruption of the communication mechanics: the censor selectively removes, hides, or impairs access to specific content directly in the server, employing management facilities provided by the service itself. The censoring action can be enforced ordering the server manager to comply with the request. The existence of this kind of censorship is sometimes acknowledged by the Online Service Providers themselves. One such case is Google Transparency Report—Removal Requests\(^3\) by which Google discloses a summary of requests from governments or from copyright owners to block access to specific content. While the actual removed targets are not disclosed, a categorization of removal requests is done according to the reason and the type of requester and the related statistics are provided. An independent observatory for removal requests of online content is maintained by The Berkman Center for Internet & Society, that provides search access to Chilling Effects [143]: an online database of complaints and removal requests classified according to several aspects among which topic, sender, recipient, and action taken.

Server-based censorship and its consequences are analyzed under the term “intermediary censorship” by Deibert [43, chap. 5]. This form of censorship is specifically hard to be analyzed, as its mechanics are internal to the service and not exposed to the users; a recent quantitative analysis of it has been performed by Zhu et al. [160], that reported several censoring evidences of different type (divided as proactive or retroactive mechanisms), and proposed hypotheses on how these mechanisms are actually enacted.

2.4. Network-based censorship

In between the host running the application client and the host running the respective server part is where network-based censorship is enforced.

---

\(^3\) [http://www.google.com/transparencyreport/removals/government](http://www.google.com/transparencyreport/removals/government)
With respect to client-based censorship it provides the censor a much wider coverage of the network and with more efficiency, allowing the control of high number of communications through the management of a relatively few gateways or hubs (instead of one installation for each user system). On the contrary, client-based censorship implies the control of the user terminal or the compliance of the user herself, for each user subject to censorship.

Similar considerations can be done with respect to server-based censorship, that in turn requires control or compliance of server host managers. The relatively small number of popular services helps the censor that wants to control them, but there is the possibility that such servers are located abroad or otherwise outside of the influence of the censor, thus neither direct control nor compliance can be forced.

These comparisons highlight the pivotal importance of the detection of network-based censorship, that is the central phenomenon considered in this survey, and will be analyzed in more detail in the following sections. Unless explicitly stated differently, hereafter by “censorship” will be intended “network-based Internet Censorship”, and similarly by “detection” will be intended “detection of network-based Internet Censorship”.

2.5. Other related concepts

2.5.1. Self censorship

Users can self-restrict their possibilities of expression due to fear of punishment, retaliation, or other negative consequences. Changes in the degree of self-censorship have impact on detection techniques that are based on independent users traffic (passive detection techniques) that in absence of traffic that engages the censoring system are not able to detect its presence; this is an issue because the existence and the extent of this phenomenon are hard to estimate. One rare case for such analysis has been provided by the introduction of the “Real Name Policy” in South Korea in 2007: the obligation to register to online social network and (micro-) blogging systems providing one’s own real name, thus allowing for personal identification and accountability for the expressed opinions. When protected by anonymity the user could neglect the consequences of her words: in absence of this protection the actual possibility of punishment can prevent her expression, leading to self-censorship. The estimation of the effects of the new policy has been presented by Cho et al. [25], that indeed evidenced a global decrease of uninhibited behavior (most affected users where ones with low usage of online media, while heavy users seemed to be unaffected). Similar analysis has been carried by Fu et al. [61] related to the introduction of analogous regulation in China, officially launched in March 2012: the authors do not find a significant shift in the volume of microblog posts, but for some classes of users they detect a shift in the topics, moving away from politically sensitive ones, and thus infer—with caveats—a possible chilling effect on the freedom of expression specifically for the political debate.

2.5.2. Circumvention

The awareness of censorship and the progress on understanding its working details has led to the development of methods to elude it, collectively named censorship circumvention (just “circumvention” in the following). Besides being strongly based on results of detection, circumvention techniques and tools in their turn constitute a class of applications potentially subjected to censorship (applied to the websites describing them or providing them for download, or to the network nodes that compose their system or to the network protocol they adopt). Moreover some censorship detection systems leverage circumvention tools to have a supposedly uncensored access to the Internet to use as a Ground Truth in comparisons. Methods, tools and platforms have been specifically designed to counter censorship: in [50] a taxonomy is presented that characterizes thirty circumvention tools, platforms and techniques according to a number of properties, including cost-benefit analysis for the actors. A recent field survey on circumvention techniques in China has been published as technical report by Robinson et al. [130]. Another valuable source for scientific literature on censorship and circumvention is the webpage “Selected Papers in Censorship” [155]. Besides papers focused on circumvention itself, often papers discussing censorship and censorship detection add also the related analysis of possible circumvention methods; e.g., in the early analysis of network-based censorship techniques Dornseif [48] cites and discusses a number of possible circumvention techniques, concluding that they are not easy to be applied for a common user; in [31] a technique is presented to circumvent a specific censorship (TCP-RST communication disruption) by identifying and ignoring the forged RST packets; a few techniques for circumvention of application-level keyword-based censorship are suggested by Crandall et al. [33]. Even if not specifically designed for censorship circumvention, anonymity technologies can and have been used to circumvent censorship: a recent survey on usage of several technologies including proxy servers, relays, overlay networks such as JAP (Köpsell et al. [92]), I2P Schomburg [135], and Tor (Dingledine et al. [46]) is provided by Li et al. [102]. Specifically dealing with web browsing activities, a survey on “privacy enhancing” tools is presented by Ruiz-Martínez [133]. A comprehensive source for academic literature on anonymity is the structured bibliography page of the Free Haven project [59].

3. Censorship techniques

The techniques employed by the censors—as analyzed in the considered sources—can be characterized according to different properties: e.g., in terms of the trigger that initiates the censoring process (and thus implicitly the phase of communication in which the trigger is sent), the action itself, and the symptom experienced by the user. A general distinction is between stateless and stateful censoring techniques or systems: in the first kind the censoring action is performed deciding on a per-packet basis.

---

(presence of the trigger); in the latter the decision depends on both the information on past packets (status) and the presence of the related trigger: what composes a trigger changes over time according to the sequence of packets that are seen by the surveillance device. The overall censoring system can operate in a single step, or may be designed as multi-stage, involving a cascade of two or more devices (or software modules) processing the inspected traffic. Building upon the definitions we have given and on literature cited in the previous section we introduce hereafter a characterization of analyzed censorship techniques; a graphic overview of such characterization is depicted in Fig. 1, where the defining properties of one of the techniques are highlighted (two-stage DNS hijacking and HTTP injection, Section 3.10.2); the meaning of the characterization axes and of the links connecting them is explained in detail hereafter.

In the following, the techniques are described, grouped according to the type of action (and the possible setups) adopted by the censor, and the remaining elements are discussed. The presentation order follows the phases of an (ideal) communication sequence necessary to allow an application to retrieve a resource or access a service, and ends with multi-stage systems, that operate at several such phases.

### 3.1. BGP tampering

Packet forwarding—the basic functionality of packet-switched networks—is performed according to criteria set by a routing algorithm. In the Internet the routing algorithm that is used by routers to coordinate across different administrative boundaries (Autonomous Systems, “AS”) is the Border Gateway Protocol (BGP) [126]. Interfering with the intended functionality of the BGP protocol has the potential to impact whole sub-networks, up to the scale of entire countries. Such was the case documented during the so-called “Arab Spring”, the events of social unrest manifestation and civil protests that occurred during the first part of 2011 in Libya and Egypt (Dainotti et al. [39]). In these cases the countries were made unreachable from ASes outside of the country by withdrawing their presence from the BGP network view. When these techniques escape the control of the censor, dramatic side effects can occur, as happened in the 2009 incident that made YouTube unreachable from outside the controlled network of Pakistan or a similar event caused by China in 2010 (Mueller [110, chap. 9]). The mechanics of such accidental misuse of BGP—that can also be intentional tampering (Feng and Guo [54])—have been studied by Ballani et al. [15], that have estimated that a significant part of the Internet was potentially subject to prefix hijacking: the condition in which packets that an AS T should forward to an AS B are erroneously diverted to another AS E because E advertised to T a fake shorter path towards B (see Fig. 2).

In the characterization of censorship that we have adopted, this technique presents as trigger the destination or source IP addresses; in fact by diverting one direction of traffic to a black hole consequently makes bidirectional exchange impossible: TCP connections are surely affected and only one-way traffic (notably related to malicious activities – scans, backscatter [39]) is allowed through. The symptom a user would experience is a network unreachable error in case of prefix withdrawal, and time exceeded TTL expiration in the case of prefix hijacking that leads to loops or paths which are too long.
The access to a target usually implies the translation from the symbolic name of the server hosting the resource to its IP address. The communications related to this phase can be subject to different censorship techniques, first analyzed in detail in [48]. The sequence diagram of a DNS request is shown in Fig. 3: the software module on the client (referred to as “stub resolver”) issues a previously cached response.

We have adopted the umbrella term “DNS tampering” to avoid confusion with the term “DNS redirection” found in literature (Gill et al. [63]) to specify one of the possible effects (thus a symptom in the lexicon defined in this survey) of these censoring techniques, while there are different variants involved with this process, according to (i) the presence of surveillance devices on the path between the client (stub resolver) and the recursive resolver and (ii) the kind of response that is provided back. These variants are described in the following.

3.2.1. DNS hijacking

According to the DNS protocol definition (Mockapetris [109]), when a DNS recursive server is queried for a resource record it should fetch it from the authoritative servers (if a cached entry is not found); censoring servers instead reply with a forged response, not corresponding to the legitimate DNS database entry. Having administrative control on the DNS server allows to alter its behavior diverting it from the standard [108]; the following possible responses are given to a query of type A in lieu of the expected Resource Record:

- NXDOMAIN: an error response of type “no such domain” – the domain name referenced in the query does not exist;
- forged Resource Record: a Resource Record of type A, Class IN with an IP falling in one of the following cases:
  - Block Page: The returned IP address hosts a webserver that invariably serves a page telling that the requested hostname has been deliberately blocked.
  - Error Page: The returned IP address hosts a webserver that invariably serves a page telling that the requested hostname is not existent or misspelled.
  - Failing IP: A non-Internet-routable addresses such as private address space [125] or shared address space [154] as well as ordinary assigned IP addresses unrelated to the requested resource.
  - Surveillance IP: The returned IP address is assigned to a surveillance device that inspects higher layer protocols.

The symptom that the client experiences is therefore different according to the replies it gets: only in the “Block Page” case the censorship is clearly notified, possibly providing a motivation or a law demanding it, and in some cases a reference to appeal the censorship. If a DNS error is returned, a tech-savvy user can infer that something went wrong with the name resolution phase (which is indeed true to some extent). The same happens for the “Error Page” case: the error is surfaced to the user (potentially fooling applications that rely on protocol-compliant behavior, see [48]) but still gives hints about the phase that failed. When a “Failing IP” is provided, an error of type network unreachable or host unreachable, or a TCP connection error will be returned to the user, giving no information about the real event. In case the returned IP address is assigned to a host that is reachable by the client, the symptom will be different according to whether a service is listening at the transport port (usually 80, for HTTP requests) and how it will react to the HTTP request (likely replying with a HTTP 404 resource not found error). The case of “Surveillance IP” has been detected for two-stages censoring techniques, where DNS is used to divert
selected traffic to a surveillance device that will inspect and possibly cause censorship (see Section 3.10.2).

From the variability of the possible outcomes we observe how little transparency a user would experience when dealing with censored resources, and how simple detection tests, such as the one performed through the Herdict platform (Section 5.2), cannot give reliable information about the censorship technique.

Censorship techniques based on DNS have been documented since early analysis of Internet Censorship (Atkins and Austein [48]) and confirmed in most of the field tests worldwide [79] up to the time of writing.

The trigger for this censorship technique is a UDP port 53 packet directed to the IP address of the misbehaving DNS recursive resolver and containing a DNS query of type A including the hostname belonging to the blacklist. In order to enforce censorship with this technique it is not necessary to have a surveillance device on the network path between the client and the target, as the client will issue a direct request to the recursive resolver (that acts as the censoring device). This on the other hand makes the circumvention of this censorship technique straightforward: changing the default recursive resolver will avoid the censoring device and thus leave open access to the Internet. Actually the change of the default (ISP-provided) DNS recursive resolver with other “open” resolvers is not rare, but can adversely impact the user experience [6].

3.2.2. DNS injection

Different from DNS hijacking—performed directly at the recursive resolver—a more sophisticated technique is the injection of forged packets that imitate the legitimate response of the queried DNS server but providing fake data. Injection can happen at different locations of the network, not necessarily on the path between the client and the target, and requires a surveillance device on the network path between the stub resolver and the recursive resolver or between the latter and the authoritative server that should provide the requested Resource Record.

Looking at Fig. 3 we can see how a censoring device has the opportunity of replying to the stub server faster than the queried resolver: the first well formed message arriving to the client will be accepted, and a possible subsequent legitimate one will be ignored. The trigger for this technique is similar to the hijacking performed at the ISP recursive resolver (UDP packet with destination port 53, carrying a DNS query of type A with the blacklisted hostname) but in this case there is no need to have as the packet destination address the IP of the default DNS recursive resolver: as long as the packet reaches the surveillance device the censorship can be applied. This makes ineffective the simple circumvention technique adopted against the DNS hijacking described before, as also the queries addressed to third party resolvers will be intercepted and replied with the tampered data.

The types of responses that are injected are the same as the aforementioned ones, and thus the same symptoms are experienced by the client. Due to the different mechanics, however, this technique can have much broader impact than intended, as found in [10], where it is shown how censorship applied by transit ASes also affects DNS queries originating from foreign countries, finally censoring the target for peoples that are not subject to the censor’s jurisdiction.

3.2.3. DNS-Sec DoS

The original design of DNS did not assume a hostile network environment, hence the weakness of this protocol in the face of tampering; to extend it while retaining compatibility with the existing infrastructure the Secure DNS (DNS-Sec) specification has been proposed [14].

The adoption of DNS-Sec provides secure authentication of server response, thus preventing the possibility of injecting a forged response that could be accepted as valid. Even if authentication prevents the censor action from succeeding unnoticed, the failure of the DNS resolution causes the impairment of access to the target whenever an untampered response cannot be received—creating a Denial of Service. We refer to Vixie [149], Crocker et al. [35] for a discussion on other possibilities for the censor to work-around DNS-Sec, where such options are all discarded concluding that current and envisioned DNS tampering techniques are not compatible with DNS-Sec adoption. Moreover, DNS-Sec makes the redirection to warning pages impossible, preventing “informed blocking”: the only symptom a client would experience is a DNS error—or possibly a DNS-Sec validation error reporting that the name resolution system has been tampered with. In this case the expert user could be aware of the Man-In-The-Middle (MITM) attack she is undergoing, but a user ignoring the network technicalities could blame the target for the failure, mistaking the censorship for outage or downright nonexistence of the target. This would negatively affect the transparency of censorship practices, at least for non tech-savvy users. On the other hand, DNS-Sec forces the censor to operate an on-path censoring device that must drop either the DNS request or the untampered DNS response: a more restrictive setup potentially raising the cost of censorship enforcement. Though current deployment of DNS-Sec may be limited (Lian et al. [103]), it is expected to grow as security concerns mandate it, thus having more impact on effectiveness and transparency of censorship enforced by DNS tampering.

3.3. Packet filtering

We group under the term “packet filtering” all the censorship techniques whose action is to simply discard packets. With this technique the triggering packet is silently dropped causing a symptom of type connection timed out error. The trigger is data from the headers of up to the fourth level of the TCP/IP network stack (thus including also network layer). The motivation for associating triggers of different layers to a single censoring technique (while in principle they should be used to tell apart different setups) is that the enforcement of censorship based on the headers of these two protocols have little practical differences: packet filtering of varying complexity is a standard functionality provided by network devices ranging from switches to dedicated security appliances.

This technique requires a surveillance device on the path between the client and the target (as opposed to BGP
tampering and DNS hijacking), and the censoring device must be in-line too (as noted, they are possibly the same device). In a stateless censoring system this technique can be used to block IP addresses of targets that are also subject to DNS tampering, so that if the client circumvents censorship in the DNS resolution phase it is caught on the first packet of the TCP handshake. It has been found in the wild [48,112], but on one side it has the shortcoming of blocking all services reachable at the same IP address (thus “overblocking” virtual hosts that, though having a different hostname, are hosted on the same IP), on the other side it requires the censor to collect all the IP addresses associated with the targeted resource and configure the surveillance device with rules for all of them. The same setup and trigger can be used to selectively route packets towards an off-path surveillance device in multi-stage censoring systems (see Section 3.10).

3.4. TCP connection disruption

An intentional disruption of the communication can happen during either the setup of the TCP connection or during the subsequent packet exchange belonging to the same connection, i.e. sharing the same 5-tuple (source IP, destination IP, protocol = TCP, source port, destination port).

Techniques enforcing this action leverage the connection-oriented nature of the TCP protocol: a notion of “state” of the connection is held at each endpoint, and signals are used to set-up and tear-down the connection. The censoring device sends to the client packets that have the source IP address of the target (“spoofing”) and the RST flag set, indicating that the connection is in a wrong state and thus has to be immediately terminated. The client will experience a symptom of type connection reset error. The same can be done towards the target by sending forged packets seemingly originated by the client and with the RST flag set. Also in this case the client will experience a symptom of type connection reset error, but generated by legitimate RST packets coming from the target.

The trigger for this technique contains the destination IP address or of the target (Clayton et al. [31]) and possibly the transport level port numbers, to limit censoring to a specific application such as HTTP (port 80), HTTPS (port 443), SSH (port 22); this requires a surveillance device on the path between the client and the target (as opposed to BGP tampering and DNS hijacking).

This action can be used as in two-stage techniques (see Section 3.10).

3.5. Soft censorship

Blocking the access to an online resource or service is an evident action, that if prolonged in time stands out as intentional, and possibly draws attention and strong complaints. Instead, gradually reducing the Quality of Service (QoS, Kurose [95]) and thus the perceived performance is much less evident, and it is harder to prove intentionality. Inconstancy of performance also adds up to the difficulties in measuring this action, and also to the frustration of the user, that ultimately will look for—allowed—alternatives: such is allegedly the case for the Chinese offer of online services replicating foreign analogous (Mumm [111]). The intended effect thus, i.e. preventing the user from accessing some resource or service, is reached anyway.

In order to enforce this kind of soft censorship, also called throttling (Anderson [9]), tools initially devised to guarantee QoS—and later used to violate network neutrality for economical advantage—are being employed (Aryan et al. [13]). The action corresponds to the worsening of QoS parameters:

- Increased packet loss,
- Increased delays,
- Increased jitter,
- Reduced bandwidth.

One simple method to achieve these results (as detected in [13]) would be to filter random packets along the path. In the case of communications relying on TCP, this would significantly impact the delays and throughput due to the connection-oriented nature of the protocol, bound to retransmitting lost packets and waiting for in-order reassembly. The UDP protocol instead would not suffer additional damage besides the packet loss, but the communication would still be heavily affected in case the application protocol that is carried in UDP has its own loss recovery mechanisms.

Such actions can be implemented in routers and thus classified as a special case of “TCP/IP” filtering, and can adopt both a stateless or a stateful paradigm.

As for the other cases analyzed so far, a preferential location for the censoring device would be on national border connection gateways.

The trigger can be, like ordinary (blocking) censorship, related to specific targets, but a notable difference is that in this case the trigger can also be void, i.e. all communications—no matter the target or protocol, or content—will be subject to the action. This scenario is possibly based on external events (not elicited from the network) that cause a curfew-like control of Internet access [13] reminding of the nation-wide disconnects experienced in the events of the “Arab Spring” [39].

3.6. TLS tampering

One widely adopted defense against various kinds of MITM attacks in accessing content on the Internet is provided by Transport Layer Security/Secure Sockets Layer (TLS/SSL, see Dierks and Rescorla [45]). This protocol operates over the transport layer of the TCP/IP stack and offers an authenticated and private channel to the application protocol (thus behaving as the lowest sub-layer of the application layer). Besides HTTP, it can be adopted to secure other application layer protocols such as FTP, SMTP, XMPP, based on TCP.8 Basically TLS performs a session setup phase (Fig. 4) using asymmetric ciphers whose

---

8 For applications relying on the UDP transport protocol there is a dedicated version, Datagram Transport Layer Security (Rescorla and Modadugu [127]).
keys (in form of SSL "certificates") are verified according to a trusted third party, the "Certification Authority" (CA). Once the negotiation of a symmetric cypher and session key is completed, the remaining communication will convey the encrypted data of the application level protocol.

Such technology has a number of general shortcomings, briefly discussed by Laurie [98] with a proposed solution. From the censorship point of view, the TLS handshake provides elements that can be used to identify some specific application or service and thus can become triggers for censorship; Winter [156] cites the client cipher lists, the server certificates and the (randomly generated) Server Name Indication as examples of known triggers for the Tor [46] application.

Besides the interception of the aforementioned triggers, other censorship possibilities exist, described hereafter.

3.6.1. TLS compelled certification creation attack

Although a number of weaknesses and countermeasures have been proposed in the past, a recent “politically sensitive” attack scenario has been presented by [139] that could be easily employed by a censor in order to tamper with the communication (e.g., editing content) in ways unnoticeable to the user. The effectiveness of the attack is based on providing an SSL certificate for the site attesting a false identification, but still resulting as valid because it is signed by a trusted (but actually misbehaving) CA. In the attack scenario introduced in [139] this CA can be compelled by government institutions to provide a site-specific certificate or even an intermediate certificate that can be used to generate valid ones for any website (hence the name of compelled certification creation attack).

While injecting an invalid certificate would warn the user that some kind of issue is happening (still not declaring that it is intentional censorship), the use of a rogue certificate would completely hide the tampering and still provide the user with both tampered content and a false sense of confidence in its authenticity.

The trigger of this technique is an HTTPS request with a hostname for which the compelled CA has generated a rogue (fake but valid) certificate. The symptom is the reception of mangled content without the TLS protocol being able to alert for it.

The authors of [139] state that to the best of their knowledge there is no documentation about the use of MITM attacks by compelled certification creation aimed at censoring content, but only at accessing encrypted communications (e.g., in the Iranian GMail incident [101]); nonetheless, there is no evident theoretical obstacle to adoption for censorship in addition to the known surveillance application.

3.6.2. TLS DoS

Analogous to the DNS-Sec case, if the censor tries to intercept the beginning of the communication that is protected with TLS and fails to provide a valid certificate then the TLS layer will warn the application that the validation of the certificate has failed and thus a MITM attack could have been attempted. The trigger of this technique is an HTTPS request with a hostname for which the censor does not provide a valid certificate, and the symptom is an error (usually presented with an evident pop-up, prompting the user to either abort the connection or to override the failed certificate check and continue). If the user refuses to continue, she will not have access to the target. Again, an informed user is able to understand what happened, while an ordinary user could blame the target itself or the browser security features. If the user decides to ignore the validation error then the censor has access to the cleartext communication and thus can apply the surveillance and selective censoring techniques described in the following (again preventing the user from accessing the unmodified target).

In surveying the related literature we have found no publications addressing the detection of this type of multi-step censoring technique.

3.7. Keyword blocking

A surveillance device that analyzes packets beyond the headers of IP and TCP is said to be performing Deep Packet Inspection. Different depths of inspection are possible depending on the payload that is analyzed (first packet, a given number of initial packets, all the packets); moreover, different degrees of complexity in the analysis of such a payload can be adopted (per-packet string matching, per-stream string matching, syntactical verification, semantic verification), progressing from a stateless to stateful inspection with increasing status information kept per connection. The more payload is analyzed and the more complex the analysis, the higher the resources required for the surveillance device.7

---

7 See Risso et al. [128] for a comparison of accuracy and resource consumption of different traffic classification methods.
The action performed by the censoring system can be of the same kind of the ones adopted in TCP-level filtering, but as there is an established TCP connection between the client and the target, there is also the chance to provide application data, e.g., to redirect to a blocking page, or performing varying degrees of content mangling.

An example of enforcement of such kind of action for applications using HTTP is HTTP tampering, described in the following section.

### 3.8. HTTP tampering

If a TCP connection is allowed to complete successfully, the censor has the opportunity of providing the client with an HTTP message that will be parsed by the client as if it were coming from the queried target.

In the HTTP protocol (Fielding et al. [56]) the messages are divided in two parts: the header and (not for all types of message) the body; a fundamental part of the header for response messages is the status code, a numeric value of three digits characterizing the message type. According to the different triggers that the surveillance device looks for in the request message, the different response messages that the censoring device sends back to the client, and the location of these components of the censoring system, the variants described in the following are possible.

The action of the censoring device in the case of HTTP tampering consists in sending an HTTP response message belonging to the following types, with some status codes grouped by the first two digits:

- codes 30X redirect, signaling that the requested resource is at another URL, reported in the “location” header field; this will cause the web browser to begin a new communication sequence (possibly starting from DNS resolution of the symbolic hostname of the new URL) to reach the addressed resource; this performs an “HTTP redirect” and the experienced symptom for the user will depend on the result of the new communication;
- code 404 resource not found: the path of the requested URL does not correspond to a resource known to the server; the symptom experienced by the user will be a browser-provided error message describing the issue;
- code 403 forbidden: the request is valid but the resource will not be provided; the body of the message can contain a description of the reason; the symptom experienced by the user will be the content of the page if present, or a browser-provided error message describing the error; and
- code 200 no error, signaling that the requested resource is provided in the body of the message; the browser will parse the content.

### 3.9. HTTP proxy filtering

A special case of semantic stateful inspection is constituted by a transparent proxy located in-line with respect to the path between the client and the target, by all means performing a MITM attack, forwarding only content that does not match the blacklisting rules. The proxy fully understands the application level protocol, hence the keyword matching can be done on specific statuses of the application protocol automaton, and on specific data fields, thus being highly selective and reducing possibilities of overblocking. The downside is that the transparent proxy must be in-line and that it is required significant processing power, otherwise performance impairing or altogether blocking of traffic that should not be censored could occur as a side-effect.

An alternative is to have multi-stage censorship system, with the preceding stages in charge of pre-filtering (and blocking) connections or “hijacking” only the suspicious connections towards the censoring device (see Section 3.10).

### 3.10. Multi-stage blocking

Having a surveillance/censoring device working in-line requires that it has to be deployed at country borders in order to intercept traffic directed to foreign countries (hosting targets that are legally out of direct reach for the censor). This setup poses two technical problems: (i) it has to process all the cross-border exchange traffic, potentially creating performance issues and (ii) it represents a Single Point of Failure: any issue in this equipment would disconnect the served network from the Internet, with potentially high economic loss.

This problem has been solved in known censorship systems by employing multi-stage systems, e.g., preselecting at the first stage a much smaller fraction of “suspicious” traffic, to relieve the second-stage device from processing large part of permitted traffic. This way the finer-grain blocking of the second-stage censoring device does not come at a high cost.

Another solution uses a deployment where the first stage is akin to a mirroring port just copying the traffic to an out-of-band inspection device, that therefore does not impair the transmission performance of the original flows. Such a setup has a drawback, though: the enforcement of injection techniques is more challenging for the censor if the censoring device is not in-line with the path between the client and the target and thus cannot discard the request. In this setup the censoring device is engaged in a race condition against the legitimate response of the target server and its forged packets could arrive after the target reply; this would make the client ignore the censor packets due to the mismatch of the TCP sequence number. \(^9\)

Borrowing from literature on traffic classification (Dainotti et al. [40]) and censorship circumvention, we can envision another case in which a multi-stage setup can be useful or necessary: the adoption of behavioral features as trigger. We group under this umbrella term: statistical analysis of network and transport level characteristics, e.g., packet size, inter-packet time; connection

---

\(^8\) The “response messages” are sent by the server when replying to “request messages”, from the client.

\(^9\) The initial sequence number is randomly generated to make harder for an off-path attacker to guess it, in compliance with Gont and Bellovin [64].
graph properties, e.g., number of IPs interested by outbound/inbound connections from/to a given host; reaction from active probing performed by the censor (see Winter and Lindskog [157]). In order to collect this kind of features a surveillance device must observe several related packets, thus in general the trigger can be matched only after some traffic already has gone—back and forth—through it, hence the suitability of an off-path setup. To the best of our knowledge, no detection system supports this kind of triggers, besides cited [157] where an actual deployment of the censored application is adopted.

In the following some examples of multi-stage deployments are described.

### 3.10.1. BGP hijacking + HTTP proxy

One of the first descriptions of a multi-stage deployment is provided by Clayton [30]: here the aforementioned reasons in favor of this kind of deployment are stated as motivation for the design of the system. The first-stage is triggered by destination IP address and TCP port number. In case of match, the packet is routed (by means of BGP) to an HTTP proxy that can access the hostname and the specific resource (second-stage trigger). Allowed URLs are fetched from the original target and served back to the client, while blacklisted ones will trigger an action of the kind reported in Section 3.9—in requests are ignored, thus the client waits in vain until the timeout is struck.

### 3.10.2. DNS hijacking + HTTP proxy

This technique is triggered by DNS queries (UDP port 53) of type A, i.e. requiring the translation of a hostname belonging to a blacklist; the censoring DNS server replies providing an IP address that belongs to the second-stage surveillance device. Then the browser establishes a TCP connection directly with the second-stage surveillance device. To an HTTP GET request including an URL belonging to a blacklist (secondary trigger) the second-stage censoring device replies with one of the actions seen in Section 3.9. If the requested URL was not blacklisted then the request is let pass.

### 3.10.3. Keyword blocking + TCP disruption

The trigger is a TCP/port 80 (HTTP) packet containing an HTTP GET request for the target URL and as IP destination address the target’s address. If the URL contains a blacklisted keyword then TCP connection disruption (see Section 3.4) is enacted.

This deployment has been found operating in China and has been analyzed in detail, showing evolution in complexity over time (Clayton et al. [31], Weaver et al. [151], Xu et al. [159], Polverini and Pottenger [119], Verkamp and Gupta [147], Feng and Guo [54]), with different levels of sophistication in the craft of RST packets. The analysis revealed stateful implementations for both stages: only the HTTP request belonging to a correctly established TCP connection triggers the censorship, while after it has been activated all packets sharing the 5-tuple (IP source and destination addresses, TCP transport protocol, source and destination ports) generates the TCP connection disruption action (Xu et al. [159]).

### 4. Censorship detection techniques and architectures

In coherence with the definition of Internet Censorship we have adopted in Section 2.1, we consider the Internet Censorship Detection (hereafter also “detection”, when no ambiguity arises) as “the process that, analyzing network data, proves the existence of impairments in the access to content and services caused by a third party (neither the client system nor the server hosting the resource or service) and not justifiable as an outage”. In the process of detection we implicitly include the collection of the suitable network traffic data. The device used to collect said network traffic or related information (metadata) is hereafter called probe.

We also note that in the considered literature the focus is predominantly on Network-based Censorship, and thus detection in general refers, unless differently stated, to the related techniques (Section 2.4).

Detection is essentially based on the ability to tell the effect of the censorship from the “normal” uncensored result and from involuntary outages; for a class of detection methods (active detection), it also requires the possibility of intentionally triggering the supposed censorship system. The inference of the adopted censorship technique is inherent to identifying the type of third party causing the impairment and its differentiation from an outage.

With reference and in addition to definitions stated in Section 2.1, censorship detection techniques can be characterized considering two main aspects:

- **viewpoint**: the role of the probe host in a client–server communication model:
  - **client-based**: collected network traffic is initiated by the same host of the probe, i.e., the probe sees traffic that originates from IP addresses belonging to the same host;
  - **gateway-based**: collected traffic has neither source nor destination IP addresses belonging to the probe;
  - **server-based**: collected network traffic is sent to IP addresses belonging to the probe host, initiated by several other network hosts.

- **collection method**: the collection of network traffic data can be performed with active or passive techniques:
  - **active collection**: techniques that use client systems (probes) to generate network traffic purposely

---

10 If HTTPS is employed, at this point the browser attempts a TLS session establishment, that will fail unless a TLS compelled certificate creation attack has been performed (see Section 3.6.1). If the user, uncaring or unaware of the risk, allows the browser to accept the invalid certificate anyway, then the process continues as if HTTP were used.

11 The payload of the TCP packet contains the strings of the query part of the URL (after the GET string) and the hostname part of the URL (following the Host: string).

12 See Weaver et al. [151] for an experimental survey of the types of packets forged by censoring devices.
crafted for possibly eliciting a censorship response (to be recorded and analyzed):

**Passive collection:** techniques that extract traffic data from network application logs or traffic traces captured on a device (probe) in order to look for evidence of censorship events.

A special case spanning these definitions is the usage of active methods towards a controlled destination: as both sides of the communication are controlled (both qualify as “probe”) then traffic can be collected also at the receiver side (passive collection method). As for the viewpoint, if both edges are controlled then once the server receives client traffic it can also respond with a purposely crafted reply (e.g., containing a second-stage trigger for a stateful censorship system); finally, probes can switch roles, allowing directed testing of the network paths in-between. This setup is akin to the one used in the methods of network tomography [20], thus in analogy we name it “censorship tomography”, or shortly “tomography” as a special case of active methods. In fact even though censorship tomography implies logging of received traffic, the possibility to generate traffic purposely forged to trigger some specific mechanisms is the essential property that characterizes active methods. In the following we describe active detection methods, then passive ones, ending with architectures adopting them.

### 4.1. Active detection methods

For active censorship detection tools, the algorithm consists in variations on the following steps:

- generate traffic towards a target, supposedly reachable;
- if the request returns no results (before a timeout) or an error, then target is censored, terminate;
- if the received content is equal to a Ground Truth or satisfies a similarity criterion, then the target is considered reachable and not subject to censorship; otherwise target is censored.

The Ground Truth can be either obtained by means of trusted communications, or inferred by leveraging multiple viewpoints.

In order to analyze the censorship technique, variations on the request can be made to pinpoint the trigger: by comparing the symptoms collected for the different tries, information about both the trigger and the action is obtained and then existence and properties of the censoring system can be inferred. We stress that, without the ability to selectively investigate the censoring technique mechanisms, a detection tool can hardly tell censorship from outage, as it is the coupling (trigger, symptom) confronted with the case (non-trigger, expected uncensored behavior) that can surface the existence and nature of a censoring infrastructure and thus the intentionality of the communication impairment.

In the following an analysis of literature on active detection techniques is presented, grouped by the layer of the network stack that is affected by the detected censorship technique.

### 4.1.1. DNS resolution

A widespread censoring technique involves the DNS resolution process, that is called into action every time a symbolic name for the host is used (see Section 3.2). Possible variants involve ISPs altering their copy of the distributed DNS database so that a wrong reply is given to clients (“DNS hijacking”); or an in-line censoring device intercepting the DNS queries and replying in place of the intended DNS server (“DNS injection”).

Detection of DNS tampering without a comparison with a ground truth can be performed by issuing a DNS query for resolving a nonexistent hostname (thus expecting a NXDOMAIN error): if a reply containing an address is returned instead of the error then DNS tampering is inferred.

Variants on this method are adopted by Dornseif [48], Gill et al. [63], Nabi [114] and in non-censorship-specific analyses: [6,38,152,153]. The most notable ones are described hereafter.

From the detection point of view, the cases of the compliant ISP and that of the intercepting device can be told apart by querying alternative Name Servers hosted outside of the censored network (as done by Nabi [114]): if the forged Resource Record is only in the database of the ISP’s default Name Servers, the alternative Name Server will provide different (correct) answers; in case an intercepting device is actively tampering the DNS traffic then all responses will be equivalent (and wrong), and detection will be possible only by comparing results with the ones collected from probes outside the censored network.

Due to the mechanics of the DNS system [109,108], there is the possibility to detect DNS hijacking even without the aid of a probe inside the censored network: if the censoring DNS is configured as an open resolver, thus replying to queries regardless of their source address, it can be tested from any network host. Although not focused on censorship detection, the detection of DNS tampering by surveying and directly querying open resolvers has been performed in [38]. In this case, another form of the “needle in a haystack” problem is present: how do we find open resolvers in the whole Internet in order to directly probe them. The solution adopted in [38] leverages active probing and a kind of tomography setup, and is described in Section 6.

In the case of DNS tampering, a comparison with results of measurements from other countries will show that a given (censored) host name is resolved to two different sets of IP addresses. Unfortunately, this is also the case for DNS-based load balancing and more in general performance enhancement usually provided by Content Delivery Networks, or CDNs (see Pathan and Buyya [117] for a taxonomy on this technology). Therefore a detection test that compares the set of resolved addresses of a hostname among different countries would systematically suffer of false positive errors specially for high-traffic addresses (mostly likely to leverage CDNs). This test can instead be used as an exclusion criterion: if the two sets are identical, then no DNS-based censorship has been applied for the considered target.

In [63] a method is proposed to infer DNS tampering (there named “DNS redirection”) by considering all the
hostnames resolved to the same IP address in the test results, and count the number of different ASes the same hostnames are resolved to by a trusted DNS server: if the AS count is greater than an empirically set threshold then the response of DNS tampering is given.\footnote{The threshold is set to 32 ASes considering the rate of growth of the percentage of blocking detected with other methods (Gill et al. [63, Appendix A1]).}

A method to detect DNS injection is implicitly suggested in [119] where the authors notice that for DNS replies injected by the GFC the (UDP) checksum is wrong. This aspect is not analyzed in depth to the extent of a viable detection method, as no information about precision nor accuracy of detection is provided.

A simpler active detection method that is able to detect DNS injection is adopted in [10], where the IPv4 address space is scanned, in blocks of /24 networks, looking for one IP in each block not running a DNS server: such IP is used as a destination of a DNS query that should have nobody listening, and thus would never receive a DNS answer unless an injector device intercepts the requests and replies with a forged response.

4.1.2. IP reachability

The testing of reachability of a host at the network level has been performed since the early days of the deployment of Internet using the standard utilities ping and traceroute (Jacobson [81]). The first one is a user-level interface to send ICMP echo requests messages to an host, receiving back an echo reply demonstrating the mutual reachability of the two, i.e. that directed paths forth and back exist between the sender and the receiver.

The original traceroute used UDP packets with an increasing TTL counter, so that at each expiration an ICMP \textit{time-exceeded} error from the last reached router would be returned, altogether with the router IP address; basically collecting the sequence of the router addresses the path between the sender and the destination would be discovered hop-by-hop. More recent versions of traceroute allow probing packets of type ICMP \textit{echo request} or TCP SYN.

These techniques can carry triggers of kind source/destination IP address and source/destination transport port, thus they are useful to pinpoint censorship techniques of type packet filtering (Section 3.3).

There are several possible causes of inaccuracy or unresponsiveness (Luckie et al. [104], Marchetta and Pescapé [105]) that would lead to false positives when using this techniques as censorship tests, thus using them alone has limited usefulness.

Both ping and traceroute have been used by Feng and Guo [54] as a preliminary active detection technique, inferring censorship when the path trace from inside the censored network towards a server abroad timed out for hops beyond an international gateway router.\footnote{The adopted traceroute version, shipped with the Windows operating system, generates by default ICMP echo request packets.} More complex variations on the traceroute technique are described in Section 4.1.6.

4.1.3. TCP reachability

A basic test to detect if censoring techniques of type \textit{packet filtering} or \textit{TCP connection disruption} (Sections 3.3 and 3.4 respectively) are employed by the censoring system can be performed by tools logging transport and network level errors when sending TCP packets with the suitable trigger. A tool to start probing with the most basic trigger towards a target has just to try a three-way handshake: netcat [115], a mature and widely used tool for network diagnostic and security testing, has been adopted for this purpose (Clayton et al. [31]).

Often the detection techniques adopted in research papers or in the provided platforms and tools just leverage the application level log files and error reporting functionality to detect the disruption of TCP connection (Gill et al. [63], Aryan et al. [13], Nabi [114], Polverini and Pottenger [119]) e.g., triggering the system directly by sending a—possibly innocuous—HTTP GET request (see following section). At the other end of the spectrum of possibilities there is the highly specific technique adopted in [86], where different combinations of initial packets (with different flags set) are generated in order to test the statefulness of a \textit{censoring device} and investigate the layers that it inspects to find the triggers. By applying techniques and methodologies used for Network Intrusion Detection Systems (NIDS) analysis and circumvention [151,123,69,137], Khattak et al. [86] confirm and deepen previous characterization of the GFC, also finding possible circumvention techniques and estimating the cost for the censors for fixing them.

The analysis of the censoring system response also varies: the most basic test just detects network errors in response to the trigger. An unsupervised machine learning approach has been presented by Polverini and Pottenger [119] to clusterize network traffic, divided in evenly spaced time slices. The traces are collected actively eliciting censorship by probing targets known to be censored (as reported by Crandall et al. [33,1]), then the clustering algorithm is applied, and afterwards the time slices known to contain censorship evidences (as elicited) are labeled as “anomalous”. The resulting classification algorithm is used to infer traffic patterns typical of censorship, and to pre-select time slices for manual inspection. Considered features for the clustering algorithm are: IP and TCP header field values and counting of TCP, UDP, ICMP, IGMP, “miscellaneous” packets. No results are given in terms of overall accuracy and precision of the classification approach, that is only proposed as a preprocessing stage before manual inspection.

A peculiar detection technique is presented by Ensafi et al. [51], proposing a variant of the stealth host scanning technique initially proposed by Antirez [11] to reveal open TCP ports while avoiding identification from the IDS. The proposed technique verifies TCP connectivity between a client host and a server host by probing both from a third probe host (in the text dubbed \textit{measurement machine} or \textit{MM}). The kind of censorship techniques that this detection method can identify are both client-to-server filtering and server-to-client filtering, compared in Fig. 5 with uncensored expected behavior. In the figure dashed lines represent packets that have as source IP address a \textit{spoofed}
address, specifically they falsely present the client address instead of the probe address; they are meant to elicit a response from the server to the client. The consequences of such response will be learned by the probe indirectly, when engaging the client at the end of the exchange. Exploiting the increment of the value in the ID field of the IPv4 header (“IP-ID” hereafter) of the response packets, the difference between the IP-ID value in the last exchange and the one in the first exchange allow to distinguish the difference between the IP-ID value in the last exchange of such response will be learned by the probe indirectly, using the Firefox add-on, and is thus crowdsourced, with a similarity score to base the decision on.

Fig. 5. Detection of TCP reachability – Hybrid IP-ID and SYN scan presented in [51]; dashed lines represent spoofed packets.

4.1.4. HTTP tampering

The detection of censorship techniques of type HTTP tampering (Section 3.8) is the most frequent in literature, being considered virtually by all the censorship-related papers cited so far.

15 An empirical study on IP-ID linear increase in IPv4 address space is presented by Keys et al. [85].

The common procedure is to use an application to request a web resource (the potential target) employing the HTTP protocol, the trigger being set in the header section of the HTTP request, either in the query part of the GET request—that is interpreted as a path to a resource on the server—or in the Host: header field—that is interpreted as the hostname and used to identify one specific website if many are hosted at the same IP address (“virtual hosting”).

The main source of variation is the specific tool adopted to generate an HTTP GET request, comprising Python scripting (Gill et al. [63], Filastó and Appelbaum [57], Nabi [114]), the command line common unix utility wget (used by Polverini and Pottinger [119]), or more exotic tools such as fragroute [58,123] (used by Park and Crandall [116]) and scapy [134] (adopted by Crandall et al. [33], Khattak et al. [86]).

In case a censorship tomography setup is adopted, an helper server is used to receive the requests (usually with no trigger) and reply back with a blacklisted keyword in the content of the response HTTP message. Such a setup has been proposed by Filastó and Appelbaum [57] using programmable back-ends, and previously adopted by Park and Crandall [116] to detect HTTP response filtering in the Great Firewall of China (found to be dismissed). Recently Khattak et al. [86] have adopted this setup to investigate the details of statefulness (and more in general the vulnerability to circumvention) of the GFC.

In case the censoring system successfully submits a—potentially mangled—content, the ultimate detection technique to check whether a target has been tampered with would be to compare the received content against a Ground Truth. If the content is an HTML page of a dynamic web site a verbatim comparison would almost surely fail, as there are variable components such as timestamps, localization effects, and in general every dynamic content managed through server-side scripting would vary the HTML code downloaded by different clients. A method to overcome this variability has been proposed by Sfakianakis et al. [136], that uses three tests on content: (i) an MD5 hash (Rivest [129]) is taken for both the request and the response HTTP message. Such a setup has been proposed by Filastó and Appelbaum [57] using programmable back-ends, and previously adopted by Park and Crandall [116] to detect HTTP response filtering in the Great Firewall of China (found to be dismissed). Recently Khattak et al. [86] have adopted this setup to investigate the details of statefulness (and more in general the vulnerability to circumvention) of the GFC.

4.1.5. TLS tampering

Considering censorship-specific literature, and tools, we have found explicit mention of tests aimed at detecting TLS/SSL tampering only by Filastó and Appelbaum [57], which in turn cites Holz et al. [74] where the crossbear platform is introduced. Such a platform is released as open-source [141] and is composed of probes (implemented either as add-on for the Firefox Browser or as standalone executables) and a centralized server. The aim of the platform is to (i) detect tampering of the SSL/TLS chain of certificates and (ii) locate the device that is performing the MITM attack. While the collection of targets is performed using the Firefox add-on, and is thus crowdsourced,
periodic monitoring of high access websites is performed by unmanned probes deployed on the PlanetLab [28] infrastructure. Detection and localization are performed in two separate steps. The first step is performed by retrieving the TLS/SSL certificate offered by a target and uploading it to the centralized server, that stores the certificate and its metadata with a timestamp; the server compares such (meta-) data with the archived version regarding the same target: if a difference is found, the server requires a traceroute towards the target from the client and from other probes. In order to limit false positives, a score is calculated based on the historical log of certificates for the given target, weighting the longest period of observation for the same and previous certificate. Previous work on the detection of TLS tampering, similarly to the detection phase of Crossbear, relied on downloading of the certificate and comparison of it and its metadata with either the previously stored version (Soghoian and Stamm [139]) or those retrieved from multiple probes in different networks (Holz et al. [73]).

A new possibility for detection of TLS tampering will be available as a consequence of the adoption of the Certificate Transparency framework described by Laurie [98]. By design such framework provides multiple monitor servers that periodically validate the certificates and automatically spot the suspect, illegitimate or unauthorized ones, effectively detecting potential tampering with TLS authentication. The validation of a specific certificate can also be requested through the auditor components of the framework. For further details we refer to Laurie [98] and the Certificate Transparency project page [65].

4.1.6. Detection of censoring devices

Some detection techniques focus on the topology of the network when probing for censorship, aiming at finding the location of censoring devices. By generating traceroute-like traffic that carries the trigger, such detection methods are able to count the distance in hops from the probe and the censoring device. In fact variations of the ICMP-based traceroute technique leverage other kind of probing packets (TCP or UDP) using either varying port numbers (UDP) or different sequence numbers (TCP) to identify the hop that elicited the ICMP time-exceeded error. Thus a TCP packet initiating a connection (or carrying payload in an established connection) can be sent with increasing TTL to discover if and where (in terms of path hops) the blocking is enforced.

An example of these techniques can be found in [159], where the location of censorship-enforcing boxes is found by exploiting the behavior of the specific censoring system—namely, the Great Firewall of China (GFC). The peculiar behavior in discussion is related to the statefulness of the censoring system, as detected by [31] and recalled briefly in the following.

In the GFC not all the packets are inspected by the system, but only the ones occurring in a correctly established TCP connection to a webserver (TCP port 80); in such connections Deep Packet Inspection techniques are used to match character strings (keywords belonging to a blacklist); once a blacklisted string is found, forged RSTs directed to both endpoints shut down the connection, and every further connection between the same endpoints is replied to with forged RSTs regardless of packets content, for a fixed timespan. Thus the censoring system “remembers” the connection and behaves differently according to the kind of communication that happened before, in other words the state of the connection is kept, hence the statefulness of the system.

The statefulness of the Chinese censoring system has changed over time: Xu et al. [159], Polverini and Pottenger [119], Crandall et al. [33], Khattak et al. [86] found it being stateful with no exceptions, as a TCP packet containing an HTTP GET request with a blacklisted string would be a trigger only if sent after a valid TCP connection establishment.

The probing technique in discussion is aimed at detecting and topologically locating devices that enforce keyword-based censorship. It uses a first-stage trigger of type TCP-port-80, HTTP-header-keyword to activate filtering towards a website inside the censored network; after the activation a traceroute-like sequence of packets with trigger simply IP-destination,TCP-port-80 is sent until the reception of an RST signals the finding of the censoring device. More detail is provided in the algorithm pseudocode in Fig. 6.

The characterization of the GFC in terms of its NIDS functionalities performed by Khattak et al. [86] is detailed to the point that could provide a fingerprint of a specific device or appliance.

Another traceroute-like detection and location technique is presented in [10], where a preliminary measurement campaign collects network paths subject to DNS injection (see Section 4.1.1), then for each path a series of DNS queries with increasing TTL and a known censored domain name as trigger is sent, thus identifying the hop (and potentially the IP) of the node hosting the surveillance device.

1 for target in targetlist do
2 check HTTP reachability with neutral GET
3 if target is reachable then
4 try HTTP GET with ‘’VALUN’’ keyword
5 wait 5 seconds
6 if no RST is received then
7 target is whitelisted
8 next for
9 else repeat:
10 hop-hop
11 send ACK to target with TTL-hop
12 if response is RST then
13 censorIP=last saved IP
14 censordistance-hop
15 exit repeat
16 elseif response is ICMP Time Exceeded then continue repeat
17 end repeat
18 end if
19 end if
20 end for

Fig. 6. Topology-aware detection: pseudocode describing the location algorithm for Chinese Great Firewall presented by Xu et al. [159] (interpreted from the textual description).
A classic ICMP-based traceroute is used by Holz et al. [74] in order to localize the device performing a MITM by TLS tampering. In this case multiple traces are collected from different probes towards the same—supposedly impersonated—target; each probe being characterized as affected or not by the attack. By comparing paths of probes affected and not, the IP corresponding to the censoring device can be revealed.\(^\text{17}\)

Other detection techniques are aimed specifically at identifying the type of censorship device, leveraging characteristic text strings in the headers or the body of the responses. Such is part of the detection methodology adopted in [41], in which the HTTP headers and the directory structure of the device administration page (misconfigured as to be reachable from the public Internet) are exploited to identify the device as marketed by a given vendor. Through geolocation of the related IP address, the country hosting the proxy filter is identified. The methodology includes also the use of “reporting interfaces” provided by the filtering product firm to submit and categorize new URL to be blocked, along the following steps: an ad hoc set of servers providing typically blocked services (namely proxying and adult content) are created ex-novo; from inside the censornet said set of servers is accessed and verified unblocked; half of the set is reported to the vendor interface; after a few days (less than 5), from inside the censornet the set of servers is accessed and verified blocked only for reported servers. While this methodology has been effective in giving insights on the devices adopted by censors, the non-triviality of its automation and its dependence on occasional misconfigurations and auxiliary services makes it not very robust. A similar methodology based on the characterization of the redirection methods has been previously adopted for the analysis of DNS tampering in a non-censorship-specific scenario (NXDOMAIN hijacking for advertising and user profiling) performed by [153], where the authors were able to identify products of monetization companies that applied the tampering.

4.1.7. Soft-censorship detection

Detection of soft censorship activities requires the ability to measure impairments in access to online services and resources. This kind of detection is rooted in techniques from the field of performance measurements and Quality of Service estimation and monitoring. An example of detection of throttling is found in [9], in which the author applies statistical analysis on measurement data collected by µTorrent clients whose IP addresses are geolocated in Iran. The performed measurements are executions of Network Diagnostic Tool (NDT, see Carlson [19]) tests against M-lab servers [49] outside the country under analysis (mostly Greece, U.S.A., and U.K.). Considered performance parameters are Round-Trip Time (minimum and average), Packet Loss, Network-limited Time Ratio and Network Throughput. Measurements are aggregated along three axes: country-level, ASN and network prefixes, control group (defined as “logical, coherent groups of networks and clients based on common characteristics, such as the nature of the end user or performance”, assuming that sets of privileged users—government agencies, banks, commercial customers—are subject to different policies than the rest). The detection of significant events (suggestive of censorship activities) is based on thresholds (trend-based minimum and maximum bounds) and variance among different aggregates (assuming that natural variance is high, while when external limitations are imposed variance will be low). A platform that detects soft-censorship is Greatfire.org (described in Section 5.5): if tested targets allow an average download rate below a given threshold they are considered as throttled and labeled “otherwise restricted”.

4.1.8. Detection of server-based censorship

The detection of server-based censorship is an edge case of active detection methods. Most of the definitions proposed in Section 2.1 still apply, but collapse on each other, as the target at the same time is also the surveillance and censoring device. Another peculiarity of this case is that censorship is not elicited by triggers in the probe request, but are to be inferred in the resource data and metadata: e.g., for a blog post the presence of a sensitive keyword; moreover the censoring action (making the target unaccessible) does not happen in the phase of the target probing, and neither necessarily at the moment of submission of content to the online service: instead it can happen at any subsequent moment, caused by periodic inspection by censors or solicited by external events (third party requests for removal), all of them in general not under the control of the detection system.

Despite these differences, as in general the services based on user-provided content present a web interface, the phase of collection of evidences is analogous to HTTP tampering tests: the probe issues an HTTP GET request for the web resource potentially censored (identified, as target, by the related URL) and the outcome of the request is stored and compared against an earlier stored copy, looking for disappearance of messages. Such is the overall methodology applied by Zhu et al. [160], Fu et al. [61], King et al. [87], that differ mostly in how the users to be monitored are found (a variation of the “needle in a haystack” problem discussed in Section 6.5) and how the trigger (intended here as the element that caused censorship) is inferred. Most notably, the analysis phase aimed at telling censorship from outages or other “natural” causes of message unavailability—such as deletion by the author—does not pose significant troubles: in the analyzed cases (regarding Chinese providers of user-generated-content) censorship was explicitly signaled with standard notices. This is the case of the platform Greatfire.org (Section 5.5) where the Chinese web search engine Baidu is tested by submitting queries with supposedly censored keywords and looking in the response for a known text that explicitly

\(^{17}\) In [74] the localization algorithm efficacy is evaluated using a model of the Internet topology; a closed-form characterization is provided of the number of probes necessary to localize the censoring device with the precision of 1, 2 or 3 hops with a given probability. The model shows that as little as 100 probes allow for localization with AS precision—enough for nation-level censorship—while about 5 K probes are necessary to locate with 50% probability the device with a precision of less than 4 hops, never reaching probability higher than 70% regardless of the number of probes recruited.
notifies censorship. Same criterion is adopted for the platform Weiboscope (Section 5.7), monitoring the Chinese microblogging platform Sina Weibo. It is evident that in case the practice of notifying the user with a warning message were discontinued, such simple tests would fail and other means (and possibly more complex analysis) would be needed. As a consequence of the current ease in telling server-side censorship from other unavailability causes, the literature on censorship detection monitoring server-based censorship is focused either on the selection of targets or on the inference of the censors’ criteria for deleting content. These goals are performed applying text analysis and knowledge discovery techniques and tools such as Landauer et al. [97], Grimmer and King [68].

4.2. Passive detection methods

As introduced in the previous section, passive methods are characterized by their inability to intentionally elicit censorship, as such methods do not actively inject traffic in the network. Traffic data and metadata that are processed looking for censorship evidences have been independently generated by users or processes not under control of the detection mechanism. One specific limitation of these methods is the necessity that the users engage the censoring system: variations of the degree of self-censorship will impact on the censoring events that can be detected by these methods, resulting in a factor that is hard to account for.

According to the viewpoint they are applied to, passive detection methods can be divided in the following groups.

4.2.1. Server-based detection

Server-based Internet Censorship Detection methods belong to the passive detection category, as they get the evidences of censorship from traffic traces and application logs. Such data, collected at a server, is independently generated by the customers when accessing the provided online services, thus it is limited in two aspects: (i) the considered targets are only those hosted on the server itself and (ii) the triggers are limited to the service protocol. Depending on the service architecture it can adopt a single viewpoint (service hosted on one single host) or multiple viewpoints (for a service hosted on a distributed platform, such as a Cloud system or a CDN). The main server-side method for detection of censorship is applying statistical analysis to the number and origin of clients connecting to the server. This kind of detection relies on the hypothesis that censorship events are country-wide in scope, and requires the possibility of tracking at least the country that is the source of the connections, e.g., relying on IP address → ISP → to country mappings, also named IP Geolocation. Examples of statistical server-based censorship detection activities are the Google Transparency Report—Traffic page [78] and the TOR metrics portal [121]. Another example of server-side censorship detection is the case of Google’s analysis on reported malfunctioning of the search engine from mainland China users: the presence of some specific characters in a search query caused the connection to the main Google website to be interrupted for a minute or more, showing “The connection was reset” error. The response from Google was to warn the user when the “sensitive” keywords (characters possibly contained in simple everyday use words) were used in a search query. This practice has been quietly discontinued, as reported by Greatfire.org [67]. A peculiar case to be considered is a form of server-based detection of server-based censorship. Explicit requests of blocking target content are issued to Online Service Providers: a notable example is given by Google Transparency Report—Removal Requests [77] that discloses a summary of requests from governments or from copyright owners to block access to specific content. While the actual targets are not disclosed, a categorization of removal requests is done according to the reason and the type of requester and the related statistics are provided. At the time of writing (June 2014) considered reasons are most prominently Defamation, Privacy and Security, and then (each accounting for less than 5% and decreasing): Government Criticism, Impersonation, Adult Content, Hate Speech, Violence, Copyright, National Security, Religious Offense, Trademark, Electoral Law; Other (about 18%). A breakdown is provided according to the origin of the request: “court orders” or “executive, police, etc.”, the first type being prominent for category “Defamation”. For each country also the extent of non-compliance with the requests is given, along with the reason for not abiding by the requests. An interesting “out-of-band” channel is offered to users willing to notify the unavailability of Google services (and possibly of Internet connection): three phone numbers are provided to leave a voice message that will be automatically tweeted with hashtag indicating which region the calling number is located (when detected).

4.2.2. Gateway-based detection

The passive analysis of network traffic at gateways in general can reveal information on the existence and the extent of censorship. This kind of study is obviously limited both in having administrative access to such devices and in the privacy issues involved in accessing users’ traffic and disseminate the analysis results. This provides justification to the lack of publicly available analyses of this kind, with one notable exception [3] to the time of writing. The study proposed in [3] is peculiar not only for the deployment (gateway-based data collection), but also for the nature of the collecting devices, that are the ones actually enforcing censorship (acknowledged by the equipment producer as filtering proxies). In fact collected data are obtained in the form of the monitoring devices logs, leaked by a hacktivist group [142]. From this privileged and specific viewpoint the techniques, the targets, and the possible overblocking are exposed, albeit for the limited timespan and geographic position covered by the leaked data (9 days across July and August 2011, from seven devices in Syria). The findings show that the triggers can be either IP ranges, domains, keywords (substrings of the URL in the GET requests), and the response for censored targets can be

---

18 An example of service offering this mapping both as lower-quality publicly available version is given by MaxMind http://dev.maxmind.com/geoip/geolite.

19 The analysis is described in the official Google Search blog [53].
either a redirection (to a censoring notice) or the generation of a communication error.

4.3. Detection architectures

Besides measurement in itself, detection and monitoring imply other accessory activities such as selection of targets, deployment and activation of probes, analysis and publishing of censorship evidences. The execution of these activities characterizes a censorship detection platform as opposed to a detection tool (this aspect will be analyzed in more detail in Section 6).

Architectures performing—to different extents—the aforementioned activities have been proposed in literature; we describe in the following the most notable ones, in chronological order of publication, highlighting their specific contributions to the state of the art.

4.3.1. ConceptDoppler

An architecture is proposed by Crandall et al. [33], with the aim of providing a “weather report” for censorship, or in other words the description of evolution in time of keywords based censorship.

The architecture, whose prototypical implementation has been field tested in investigating the Great Firewall of China, is composed by a probing component, a database, and an—off-line—keyword extraction module. A representation of the deployment adopted in testing is shown in Fig. 7. This architecture does not manage multiple probes (all active measurements are performed from a probe outside of the censored network), and the control is centralized, being local to the probe.

The probing method is both topology-aware and time-aware, as it locates the surveillance devices (by adopting an increasing TTL for probing packets that carry as a trigger the payload containing a blacklisted keyword) and measures the duration of the “blocking” state for the stateful GFC. To cover a diverse set of internal Chinese networks, probe packets have been addressed to IPs associated with the top 100 subdomains of the .cn top level domain returned by queries to the Google search engine, while the probe is located outside China at more than 10 hops from border routers belonging to Chinese ASes.

While advocating for continuous probing and reporting, and thus for more complexity and functionalities with respect to a bare censorship detection tool, ConceptDoppler as described by Crandall et al. [33] represents only one potential step towards a censorship monitoring architecture. The key contribution in presenting this architecture is the proposed solution to the “needle-in-a-haystack” problem of selecting the keyword to be used in probing the censoring system: this issue is analyzed in more depth in Section 6.5.

4.3.2. MOR

The Tor [46] platform is used by Antoniades et al. [12] as a free, globally distributed network of proxies to perform measurement of TCP filtering and HTTP tampering. The main property of the Tor overlay network that is leveraged to this aim is the possibility to choose the exit node, i.e. the proxy server that will generate and receive network traffic (DNS and TCP only) on behalf of the probe. The overall scheme of MOR deployment is depicted in Fig. 8. The probe traffic thus is encrypted and tunneled through the overlay network, and traverses the Internet eluding the possible surveillance devices until it comes out from the exit node.

If the Internet path between the exit node and the target is free from surveillance devices then the unmodified target can be accessed, otherwise a censoring action will be triggered. In this architecture control is centralized, as all of the viewpoints (the Tor exit nodes) are contacted from a server accessing the Tor network, and the collection of measurement results is automatically performed through the overlay network again, when responses to the exit nodes are tunneled back to the controlling probe. While Antoniades et al. [12] do not focus specifically on censorship, they explicitly list censorship detection (for “Web-Page Censorship”, i.e. HTTP tampering) among the use cases of the proposed architecture. The detection tests and analyses discussed in the paper presenting the architecture are: blocking of the Skype Instant Messaging application (by checking reachability of the webpage employed for the initial log-in phase); the occurrence of TCP filtering (based on the port); HTTP header tampering (by leveraging controlled web servers that are used as target of the requests, thus employing a tomography-like setup); given the features of the Tor platform (tunneling of DNS requests) also DNS tampering tests could have been performed, but the authors do not consider this kind of censorship technique.
suggested instead the analysis of DNS system dynamics as use case for the platform. No details are provided on the tasks of target selection and analysis and publication of results, leading to the conclusion that they are not automated, and performed ad hoc manually.

4.3.3. CensMon

A complete architecture named CensMon, specifically designed for censorship detection, has been introduced by Sfakianakis et al. [136]. As a monitoring architecture, it is designed for continuous and automatic functioning (opposed to spot detection and manual control of simple tools), and it faces the problem of selecting targets worth checking among the entirety of the World Wide Web. The target selection problem has been addressed by feeding the system with URLs automatically harvested from online sources and is discussed in more detail in Section 6.5. An abstracted representation of the CensMon architecture is shown in Fig. 9. The deployment of this architecture leverages the PlanetLab platform [28] as probes (collectively named “Agent Overlay Network” in the architectural description), controlled centrally by a management server. The management server is in charge of target collection and selection, probe activation, collection of results, their analysis and storage in the local database. The detection procedure, split into the phases of evidence collection and analysis is listed in Fig. 10. A notable aspect of the considered tests is the usage of a “Web Helper”, i.e. an external web server that is supposed not to host censored targets; this server is requested a web resource whose URL comprises part of a potentially censored target URL, in order to detect keyword-based censorship techniques.

Another notable characteristic is the analysis of HTML content, performed using MD5 hashing to weed out the case of no changes, then, by extracting only readable content, applying fuzzy hashing on it and comparing such hashes across multiple viewpoints (as described in Section 3.8).

Finally, the CensMon architecture leverages repeated evidence collection for a target that has been found to be inaccessible, in order to tell outages (temporary) from intentional filtering (persistent over the repeated checking). No detail is provided about how much time or how many evidence collection attempts are considered enough to discriminate censorship from outage.

4.3.4. UBICA

The “User-Based Internet Censorship Analysis” (UBICA) platform is a research project from University of Napoli “Federico II” aimed at continuous monitoring of Internet Censorship.20 With respect to previously described architectures, and specifically with the most similar one, CensMon, UBICA presents the following properties:

- a diverse probe set (leveraging, in addition to PlanetLab nodes, also home gateway devices and desktop OS executables);
- complex test management (allowing for upgrade, selective test activation, per-probe test parameters tailoring, aggregates of probe – campaigns);
- incentives to user adoption (an aspect structurally missing from CensMon as its probes are not intended to be run on users premises);
- a reporting system, differentiated for the operators of the platform, its users, and the general public.

The probes are implemented in two versions: (i) an executable (for Mac-OS-X, Windows and Linux platforms) with GUI and (ii) a bundle of bash scripting and standard UNIX utilities (working as a daemon, with only a command-line interface).

The command-line-only version has been deployed on home gateways of the BISMark project (Sundaresan et al. [140]), in the form of pluggable OpenWRT package.21

The possibility of running tests from different types of networks (academic and research networks, residential houses, nomadic users) enhances the detection capabilities and the depth of analysis of censorship evidence.

20 The authors of the present survey are the P.I. (prof. Pescapè) and the co-designer and co-developer (Dr. Aceto) of the platform.

21 Publicly available at https://github.com/sburnett/bismark-packages/tree/f383d68fdee2c5fd027114c0cf355dc79e83fa/utils/pakistan-censorship-testing.
A schematic diagram of the UBICA architecture is shown in Fig. 11. In the diagram the components of the architecture are shown: the Management server, the distributed Probes, the Helper server, and the targets to be checked from the Probes.

The UBICA management server operates following a control cycle that comprises several phases, namely:

1. Collection of targets.
2. Scheduling of evidence collection.
3. Evidence collection.
4. Censorship tests.
5. Evidence reporting and data export.
6. Update targets and scheduling criteria.

During these phases, in order to perform its operations, the management server interacts with external components such as sources of information, the platform probes, and clients of the portal services.

Tests performed by the UBICA platform are shown in Table 1 in correspondence to the reference Aceto et al. [4]. Results obtained by operating the platform are presented in [5].

### 4.3.5. WCMT

The “Web Censorship Monitoring Tool” as presented by Esnaashari et al. [52] consists of two different architectures, one devoted to detection of HTTP tampering and the other to detection of a port-based filtering (a subset of IP/port filtering). Despite the preliminary nature of the work, the paper proposes an interesting variation on the detection of HTTP tampering.

The architecture for HTTP tampering detection is shown in Fig. 12 and consists of three components: a client to be manually operated by the user, which provides the targets to be tested in the form of a list of URLs and activates the testing procedure; an “Oracle” server, that is prompted by the client to retrieve the same target it is testing, both directly and through the Tor [46] overlay network; a censorship analysis engine, that receives and compares the three versions of retrieved content respectively from the client, from the Oracle directly, and from the Oracle through Tor. The comparison is performed—in sequence—in terms of the following properties: overall length, header length, body length, header content, body content, number of and size of images; any of these tests showing differences is considered as censorship evidence. The algorithm compares first the couple of responses (client, Oracle-direct): a difference is considered as evidence of censorship enforced at organization level, i.e. the surveillance and censoring device is supposed located inside the client network or at its gateway to the Internet; if no difference is detected, then the responses (client, Oracle–Tor) are compared: a difference is considered as evidence of censorship enforced at country level.

Implicit hypotheses for the proposed detection algorithm to work is to have the Oracle topologically located in the same country of the client, but outside of its organization network.

The architecture proposed for “service blocking” consists in a tomography deployment with a Helper Server accepting connections to whichever transport port the client tries to access, providing a report about the success or failure of the attempt. The evident limitation of this architecture is that known IP/port filtering is usually triggered also by the IP address of the target, not the transport port only: in this case the presented architecture would require to deploy helper servers on each potential target or fail detection systematically. Therefore it can be used only to detect indiscriminate blocking of a transport protocol port.

### 5. Censorship detection platforms and tools

The tools and platforms employed for Internet Censorship Detection or Monitoring are not numerous, but quite heterogeneous. A common baseline can be abstracted from their nature of tests: as such the detection can be broken down to the same components and phases described in the previous section. Besides this, they differ in the approaches that have been adopted in many aspects, such as the degree of automation (ranging from testers having to run manual checks [54] up to virtually unmanned censorship monitoring platforms [136]), or the control paradigm, ranging between centralized control [70] to completely distributed [57]. We coarsely aggregate this variety in two general classes, distinguishing tools and platforms on the basis of the complexity and comprehensiveness of the activities they perform (see Section 6 for
a more detailed discussion on this). In the following we describe the detection systems for which an implementation is available or known, listed in chronological order of publication as reported also in Table 2, ending with a section on other diagnostic tools that have been employed for censorship detection.

5.1. rTurtle

The data backing the analyses performed by The OpenNet Initiative [79] has been collected by means of an undisclosed client, but a detailed analysis of the dataset has been published in [63]. In this paper an algorithm for the detection of censorship based on collected data is reported (see Fig. 13): if the test finds evidence of blocking, possible motivations are: DNS blocking, IP blocking, No HTTP Reply, RST, Infinite HTTP Redirect, Block page.

From the description of the tests it can be inferred that this tool performs HTTP GET requests towards given targets and collection of the HTTP replies and application-level logging of errors. The censorship techniques that are detected with this tool are reported in Table 2. We notice that the detection of HTTP tampering is partial, as the analysis of the content of the returned HTTP response is limited to looking for a manually-compiled list of character patterns corresponding to block pages.

The deployment architecture shows no centralized control, with probes distributed manually into selected countries and operated by users. The reporting is not automated, and the analysis is centralized and not automated. One of the detected techniques (TCP disruption) leverages results from different probes in a country and test repetition over a time span (a week).

5.2. Herdict

The “Herdict” platform [70] is a crowd-sourced censorship monitoring system. Its main interface consists of a website allowing users to report about “accessibility” of URLs from within their browser; this way the platform leverages crowdsourcing both for the collection of targets of interest for the users, and for performing application-level censorship test. The URLs to be checked are both suggested by a limited number of affiliated organizations and provided by the users themselves. In Fig. 14 a screenshot is shown of the form for the submission of a test verdict: by clicking either on “accessible” or “inaccessible” the user provides a verdict about the reachability at application level. The simple mechanics of this method consists in providing the user some URLs of interest and receive, together with her verdict on accessibility, also the IP address of the user (as her browser is connected to the Herdict website), and a few accessory browser-related data, so that the user location can be inferred through geolocation and the verdict can be aggregated by the source IP of the user/probe.

An additional interface is provided through a browser module (“plug-in”) that: (i) collects and sends to the Herdict platform the URL of each website visited by the user, returning a response about the accessibility of that website according to the Herdict database and (ii) allows the user to quickly report whether the website is accessible or not. The first functionality can be disabled by the user. Moreover a registration form is provided to the user to describe her location (that will be associated with all the user’s report). This constitutes another form of metadata collection about the condition of the accessibility measurement.

Given the mechanics of this detection method, it can be considered as testing the censorship of the targets at application level, as the whole protocol stack must have worked unimpeded in order to provide the final result of the webpage rendering (thus including HTML and script processing). Being more precise, as user judgment is involved in assessing whether the results she sees are to be considered an “access” or not, this should be considered an “user-level” censorship test.

5.3. Alkasir

Alkasir is mainly meant as a circumvention tool dedicated to a restricted list of websites. The tool is part of a system comprising a website [8], a client application, and an undisclosed set of proxies that are used to tunnel the user traffic towards blocked websites. The tool is not open

---

22 As of March 2014.

---

1 IP NOT got DNS reply
2 THEN outcome is "DNS blocking"; END.
3 check presence of DNS redirect
4 IF NOT got reply to SYN
5 THEN outcome is "IP blocking"; END.
6 ELSE IF NOT got response to HTTP request
7 THEN outcome is "No HTTP Reply"
8 ELSE check whether outcome is:
9 "RST", or
10 "Infinite HTTP Redirect", or
11 "Block Page"
12 END.
source, while it is downloadable for free. The list of URLs to which access is granted is managed on a per-country basis: users are allowed to tunnel their traffic through the Alkasir proxies provided that the following conditions are all met:

- the user herself or another user from the same country has reported the URL as blocked,
- the operators of the Alkasir system have validated the URL as complying to the Alkasir policies for URL submission [145],
- the Alkasir system validates that the submitted URL is blocked from the user country.

The submission of the URLs is allowed only through the Alkasir client, in the form of a URL list. The user will be notified if and which URLs have been validated as being blocked from her country and compliant with the URL submission policy.

A report of URLs considered as blocked by the system is given in the form of google map embedded in the product website, reachable from the platform website [8]. Web pages reporting per-country lists of blocked URLs are also provided.

The detection technique of the Alkasir tool is not disclosed. Nevertheless this system has been considered among censorship detection platforms, as it actually can be used as a detection service, given the public availability of the results of blocking detection. By making the client update the information of blocked URLs and inspecting traffic traces generated by the client, we have verified that the targets are checked for reachability at DNS, TCP, HTTP and TLS levels, therefore the platform has the possibility to detect at least the phase of communication that is tampered with. Curiously, only country-level granularity is actually considered to choose if tunneling through Alkasir proxies is to be used, while the platform detects the user ISP and could restrict the list of tunneled URLs to those blocked from that specific ISP. These findings are confirmed by considering Alkasir blocking reports and comparing them with what is known in literature about censoring systems. Despite this, in the reports there is no detail about the blocking technology, so as a detection platform it is of limited usefulness.

The shortcomings of the Alkasir system as a censorship monitoring platform derive mainly from its intended usage as a censorship circumvention tool: the analysis and reporting of censorship is intended as a mean to limit the traffic that users can impose to the Alkasir servers, and does not have a monitoring objective besides this. The reason, as stated in the website FAQs [8] is that having limited resources (bandwidth, proxy servers), the restriction of circumvention only to selected categories of targets that actually need it is necessary to provide the service to a larger user base.

5.4. YouTomb

The YouTomb platform is the product of a research project, created by the MIT chapter of the Free Culture Foundation, aimed at monitoring server-based censorship on the video publishing platform YouTube. The project started in 2008 and has been discontinued since 2009 but the platform public interface is still online [23]. Most notably, the code of the platform is publicly available [22] under the Free Software license AGPL. The videos to be checked for availability (the targets for this platform) are periodically collected from a limited set of sources, performing data extraction from their web interfaces (including the most popular videos of YouTube). The detection method, as for similar server-based detection platforms, leverages the explicit censorship notices provided by the service itself. The set of monitored videos are periodically accessed until censorship is detected, then the time of publication before censorship (“takedown”) as well as the takedown reason are recorded. For each monitored video the result of detection is represented by a “status” label, varying among:

- up – not censored;
- down:tos – violation of Terms of Service;
- down:user – the user herself has removed the video;
- down:copyright:holder – the copyright holder in the status line has requested the takedown;
- down:other – down for unknown reason;
- unknown:private – status is unknown because video is private;
- unknown:only18 – status is unknown because video is rated for adult audience.

The results of the censorship detection are exposed through the web interface, where the list of recently censored videos with a thumbnail image and some metadata are kept updated. The platform allows for search based on title text and copyright holder (provided as hypertext links in the status label), and results are shown ordered chronologically, or by the number of views of the video; for each reported video the shown metadata are: a link to the YouTube page of the video; YouTube user id (and link to profile); time of upload; video status (including the copyright holder, if censored); time of takedown; the “Description” text and the Tags; along with a reduced-size version of 4 still frames of different parts of the video.

Though the monitoring has been discontinued, the reports of results for the period 2008–2009 and above all the availability of the source code, make this platform well worth considering.

5.5. Greatfire.org

The platform Greatfire.org provides a web interface [66] that shows the results of a monitoring campaign of censorship enacted in China. It also allows the user to submit URLs and keywords to be tested for blocking; blocked targets will be checked repeatedly. Although restricted to one specific country and not disclosing many details about the detection methods and infrastructure, Greatfire.org is a notable source of information about Internet Censorship.

Besides user-submitted URLs and keywords, documentation on the website states that the targets to be
monitored are automatically gathered from “friend” projects, namely: Autoproxy [118], China Digital Times [24] and Herdict [70]. The reports are organized in the following categories: Alexa Top 1000 Domains, Baidu Searches, Blocked, Domains, Google Searches, Google Sites, HTTPS, IP Addresses, Keywords, New York Times Chinese Articles, One Character Keywords, Triple Blocked Keywords, URLs, Weibo Searches, Wikipedia Pages.

Both from the reported data and the textual descriptions in the FAQ and blog sections of the website, it can be deduced that the detection technique is active, and the censoring techniques that are detected are the ones reported in Table 2. With respect to the censorship detection tests as described in Section 4, some specializations are present: the platform is able to perform detection of one kind of server-based censorship, labeling as “self-censored” the keyword that generates an explicit notification of censorship from the Baidu Chinese search engine and the search facility of the Sina Weibo Chinese microblogging platform. In both cases detection is performed by looking for the explicit censorship notification text in the response triggered by a search query containing the keyword.

The detection architecture, as deduced from the report data, consists of at least one US-based probe and probes in Chinese networks. The tool that is used to generate the triggers is curl, and the tests to infer the censorship technique are performed by collecting the response to the triggers from inside the Chinese networks (up to 4 probes can be seen in a random sampling of the results) and comparing them with responses got from inside the USA.

Another notable characteristic is that the platform detects soft censorship or throttling, by evaluating the average download rate and labeling the target as ‘otherwise restricted’ if it is smaller than 5 kbps.

5.6. ONI

The OONI project [146] has designed a censorship detection architecture that has been presented by [57] and at the time of writing (June 2014) is in active development. It is a Free Software project, part of the wider Tor Project [120] with which it is tightly integrated. The main component of the architecture is the ooniprobe tool, that can perform several different tests in trying to access either the target or one of the helper servers. The other component is a back-end, named oonib, that is implemented as a deployment of servers with the role of helpers for tests that require the control of both sides of the communication. Moreover they serve as repositories for the report of test results. The whole architecture is being integrated in M-lab, under development at the time of writing.

The ooni-probe component can be used as an independent, locally controlled tool; it is written in Python, benefiting from the high-level libraries available for this language to deal with networking.

Censorship detection tests that are supported by ooniprobe are:

- Content Blocking tests
  - DNS Consistency
  - HTTP Requests
  - TCP Connect
- Traffic Manipulation tests
  - HTTP Invalid Request Line
  - DNS Spoof
  - HTTP Header Field Manipulation
  - Traceroute
  - HTTP Host

The first group (Content Blocking) requires in input one or more targets to be checked, while the second group (Traffic Manipulation) does not, and can be performed by interacting with an helper server.

The Content Blocking tests present two phases: (i) generation of probe traffic and (ii) analysis of outcome or comparison against a ground truth.

The ground truth is obtained using the Tor application [46], a transport-layer proxy providing access to an overlay network designed for privacy and used also for censorship circumvention. In fact the Tor application running on the same host of the probe offers local network applications a SOCKS 5 [100] proxy server that tunnels TCP and DNS traffic in an encrypted circuit used to traverse the surveillance device without exposing any trigger. The targets accessed through the tunnel are considered as not tampered.

5.7. Weiboscope

The Weiboscope platform has been presented in [61], where it has been leveraged to analyze server-side censorship of the Chinese microblogging platform Sina Weibo. The platform presents a web interface [83] where the latest censored messages are reported in form of a list of Chinese text (with automatic mouse-over translation to English) at the side of a screenshot of the deleted message together with the date of creation and of deletion (Fig. 15). From the aspect ratio of the screenshot and the icons (showing signal strength and battery) always present at the top of it we can infer that a mobile browser (possibly an emulated one) is used to render the message page and take the screenshot, and possibly also to retrieve the web page, in order to have a version that is lighter and easier to parse.

At the bottom of the page, a graph is generated of the time variations of the “Censorship Index”, defined as \(10^C/N\), where \(C\) is the number of censored posts and \(N\) is the total number of published posts; this number gives the ratio of censored messages per \(10^4\) published ones, and being shown with day granularity implies averages on the day (values for the first half of 2014 show a minimum of 14.11 and a maximum of 70.1). The geographical location of the original poster (as provided by the Sina Weibo API) is used to draw a heat map of the daily value of the Censorship Index per province (only for the last week), showing at a glance in which provinces the authors have been censored most.

Collected data is the result of tracking the publishing history of a selected sample of Sina Weibo users, according to the methodology described by Fu and Chau [60].
The database exposed by the platform can be queried through a text form for terms appearing in the deleted messages, and the whole database of year 2012 (with anonymized username and ID for the authors of messages) is available for download as CSV files (split per week). The fields of the exported database contain the anonymized IDs of message, user, and original message (if it is a re-post, i.e. a referenced quote, of another message), the text of the message and creation and deletion dates.

An example of reported statistics for the database is:

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>weibo messages</td>
<td>226,841,122</td>
</tr>
<tr>
<td>deleted messages</td>
<td>10,865,955</td>
</tr>
<tr>
<td>censored messages</td>
<td>86,083</td>
</tr>
<tr>
<td>unique weibo users</td>
<td>14,387,628</td>
</tr>
</tbody>
</table>

Differently from the Greatfire.org platform, Weiboscope does not allow the user to suggest sensitive terms to be checked, and acts only as a reporting front-end.

5.8. Samizdat

The tool used to gather the data analyzed in [114] has been made available by the author, and is publicly accessible on the distributed code management platform GitHub [113].

The tool consists in a Python script that downloads the list of targets to check for censorship from a blog URL [122], then performs tests of type: DNS resolution, alternate DNS resolver check, web content access, and a variation on keyword-based web access. In DNS Tampering detection, the cases of hijacking and injection are told apart by issuing name resolution requests to the probe default resolver and to a list of open resolvers. A third type of DNS tampering check is done by leveraging the Coral CDN: the original hostname is appended with ".nyud.net" making it a subdomain of the CDN, and the accessibility of the new URL is checked. No automated comparison of results is made between results obtained through CDN and direct access, but potentially the tool could tell if there is any difference in the content if both are reachable or, if one or both are censored only for specific URLs, this could provide more insight in the mechanics of the censoring system.

Similar considerations can be made for the access to the target using a web search engine cache such as google cache, that allows access to a copy of the web resource located at a given URL by querying the search engine (therefore carrying the URL of the target as a parameter in the request string of the HTTP request). In this case neither automated comparison of results is made between results obtained through the web cache and direct access, but again potentially content modification and insight in the censoring mechanics could be inferred.

5.9. Spookyscan

Spookyscan is an implementation of the detection technique presented in [51] and described in Section 4.1.3 (TCP-level reachability). The detection technique is designed to reveal TCP-level reachability between a client and a server, with the notable characteristic that none of the two has to be under control of the tester. The applicability of the technique is limited to clients presenting a specific behavior for IP protocol.

The source code is publicly available [89] under the GNU General Public License; it is written in Python and has been developed for the linux platform, but it should be easily portable to other unices. A web interface is also present [90], performing the test and reporting the results in real time.

The input data that has to be provided are:

- server IP address: of the target whose accessibility from the probe we want to test,
- server TCP port: of the target,
- client IP address: of the probe.

If the preconditions for the detection algorithm are satisfied (predictability of the IP ID field on the client) the report will show if the client can communicate at TCP level with the server, or which side of communication is blocked. Test data are stored and are accessible at a specific URL, valid for up to one week after the test request, if not explicitly deleted; thus no reports of other people tests are provided, nor repeated monitoring is performed.

5.10. encore

The encore tool collects evidence of censorship from (possibly unaware) visitors of web pages. The design principle is borrowed from third-party tracking techniques (Roesner et al. [131]), where instrumented web pages make the client browser perform (network) activities by executing script from – and reporting data back to – third
party servers. The application deployment, as inferred from the description on the project page [62] and the available code [17], is composed of a server that performs target selection and acts as repository, and a number of websites participating in the recruitment (named “bystanders” as they do not participate in any phase but the recruitment of probes). The “bystanders” host webpages that are instrumented with an HTML iframe element linking the evidence collection code. The probes are the JavaScript-enabled browsers of users that land on the instrumented webpage. The sequence diagram representing the evidence collection activity is shown in Fig. 16.

The only type of test performed by the probe is a reachability test at HTTP (application) level. The measurement phase consists in the script requiring the embedding of an external web resource (the target); this makes the browser issue an HTTP GET request for the target resource and try to render the returned content. If both the fetching and rendering succeed (no matter what content has actually been received), the “success” condition is reported back to the evidence collection server; if either the fetching or the rendering fails, a “failure” condition is reported instead. According to the characterization of censorship detection system that we have proposed in Section 4, this tool in the published implementation only operates the target selection and evidence collection phases. The peculiar recruitment method does not allow to schedule the time of activation and the network location of the probe, as these join the system according to the user visits to the “bystander” websites. The collection of targets is delegated to the Herdict platform. No analysis of results is reported on the project website, and from the published code it can be inferred that evidence collection results are stored and processed by means of a cube time-series analysis system [36] (in turn based on a noSQL approach [21]). In any case, user participation is not engaged in any of the phases, being the recruitment and measurement phases performed in the background without any notice.

As encore exposes only limited functionalities and is operated on a single server, we have classified it among the tools, even though it indirectly leverages an heterogeneous set of distributed components. It is evident from the nature of the collected evidence (HTTP reachability and rendering of web resource) that using that alone to infer censorship is prone to both false positives (e.g., temporary unreachability) and false negatives (a blocking page, an error page, and a content-mangled one all would return “success”). As a consequence, to be considered an actual censorship detection platform, this system has to heavily rely on the analysis phase, that is not currently disclosed. The fundamental strength of this detection system is to mitigate the necessity to engage the users and keep them participating in a detection system, as no activity is explicitly requested to them, and they visit the instrumented webpage out of their personal interest and desire. This shifts the need from engaging the users to engaging web publishers, but as each website participating in the system potentially recruits all its viewers, there can be a multiplication effect (many clients even for few “bystanders”) that can be extremely significant for high traffic websites. This introduces the necessity on one side to scale in order to support traffic bounced by mass websites, and on the other to avoid generating too much artificial traffic towards the tested targets, which could adversely affect the interested servers and networks. None of these aspects is currently discussed on the project website [62].

5.11. Other diagnostic tools

The selective degradation of Quality of Service has been shown to be applied as a censoring technique (see Section 3.5); performance measurements and network neutrality checks can be employed in principle to detect such impairments associated with censored targets. In fact the analysis of Internet Censorship in Iran described in [9] has been done by leveraging a performance analysis tool, namely Network Diagnostic Tool (NDT) [80]. One notable characteristic of this deployment stems from the nature of the probes engaging in measurements: NDT is embedded in a freely downloadable application, an implementation of the peer-to-peer file sharing protocol bitTorrent. Another peculiar characteristic, that potentially limits the usage of the tool for detecting targeted censorship, is the need of specifically instrumented servers (Linux boxes with ad hoc network stack modifications).

Other network diagnostic or performance assessment platforms have been cited in censorship analysis papers, but no result obtained directly from their usage has been reported. One such example is Netalyzr [94], a network diagnostic platform implemented as a Java application that can be downloaded and run from inside a browser, performing tests to detect presence of HTTP transparent proxies, DNS query rewriting and QoS parameters. While tests performed by Netalyzr can be in principle used to detect censorship, the authors explicitly avoid it for ethical reasons; nevertheless, the methodology for detecting DNS tampering, and HTTP tampering in a tomography setup, are relevant to the literature on censorship detection and have thus been listed in Table 1.
Another tool, specifically aimed at detecting traffic shaping or blocking, is Glasnost [47]. This tool uses a tomo-graphy deployment, and probes the network replaying a pre-recorded TCP bidirectional traffic trace and evaluating the achieved throughput. Tests for different applications are available (using the respective traffic traces), namely: BitTorrent, eMule, Gnutella, Email (POP), Email (IMAP4), HTTP transfer, SSH transfer, Usenet (NNTP), Flash video (e.g., YouTube).

6. Characterization of censorship detection architectures, tools and platforms

From the analysis of literature (Section 4) and of available detection tools and platforms (Section 5) we have derived a characterization of censorship detection architectures, platforms and tools (collectively “detection systems”). In the comparison and discussion we have considered as architectures the detection systems for which no implementation is publicly available; besides this, they are evaluated and compared with the other systems according to the same set of properties, whenever they apply. In our research we have considered a total of fifteen tools, platforms and architectures: to be able to compare such a diverse set of systems we have selected the list of properties depicted in Fig. 17. For each property, a definition is provided in the following together with comments on its variability across the considered systems; when the concepts and the definitions have been introduced and discussed in previous sections, the related reference is reported.

The characterization and comparison of surveyed architectures, platforms and tools is also summarized in Table 3, where, for each of the considered detection systems, the relevant characterizing properties are evaluated, with the exception of the detected censoring techniques (already shown in Table 2). Considered detection systems are listed in chronological order of release for the first implementation. For systems that have been presented in academic publications, such as OONI, Samizdat, Weiboscope and Spookyscan, the year of the paper has been considered; for others (namely Herdict, Alkasir, YouTomb, Greatfire.org), the historical or presentation information provided on the related project webpage has been taken in consideration; for encore the code publication time has been taken from the source repository; for rTurtle the date of the citation in [57, Ref. 13] is considered as year of first release.

The list of properties definitions and discussion follows.

6.1. Complexity

The final goal of detecting and monitoring censorship is reached through several steps, of which the measurement is but one. Compared with detection platforms, tools are more limited in functionality, being focused mainly on the measurement aspect, and lack most if not all of the automation facilities offered by platforms; these in turn can offer different degrees of automation and completeness. The steps in which a Censorship Monitoring platform pursues its goal are:
be needed besides the need of administrative access to multiple geographically distributed hosts.

Referencing Table 3, we can see that most of the considered systems qualify as platforms, as they not only collect evidences of censorship, but also analyze and publish the results (Herdict, Alkasir, YouTomb, Greatfire.org, Weiboscope) or perform automatic target collection or selection (YouTomb, Greatfire.org, Weiboscope). We highlight that in the latter case all three platforms detect server-based censorship.

6.2. Probe

An element that strongly characterizes a censorship detection platform is the nature of the employed probes. With the notable exception of the tool Spookyscan (Ensafi et al. [51]), all considered tools and platforms employ a client-based viewpoint, i.e. traffic data is collected from the client itself, and without exception perform active collection (see Section 4). This holds true for the tool encore, that collects reachability results as seen by the browser that runs the measurement JavaScript code, and for the platforms that detect server-based censorship (YouTomb, Greatfire.org, Weiboscope) that actively request the target resources on the monitored websites.

One main difference is between probes deployed on common users workstations and ones deployed on dedicated servers. In the first case, a potentially high number of probes with high geographic and administrative diversity can be employed; in the second case the platform can leverage full control of the probe, but requires access to servers in the networks that are under monitoring.

Another distinction is related to the implementation of the probe application, for which different programming languages can be used, supporting different development platforms. For several tools (namely OONI, Samizdat, rTurtle, Spookyscan) the Python scripting language has been employed: being an interpreted language with implementations of the interpreter available for different platforms, in principle all of them could be supported. The same can be said if C or C++ sources of the tool are available, as compilers for these languages are widespread. As porting to different systems can be a non-trivial task, even if theoretically feasible, we have adopted a conservative definition of “supported platform” considering as such only platforms for which either a package is provided or specific instructions for the installation are given. One case of wide support is when the probe is a web application, thus it is run through a web browser. Restrictions to this case apply when JavaScript is required, or even more if the probe is an add-on (browser-specific).

6.3. Control

The control paradigm for censorship detection systems can vary: for stand-alone tools the direct user intervention is the only control, while for distributed platforms that leverage multiple probes either a centralized or a distributed approach is possible.

For systems leveraging crowdsourcing for the collection of evidence, the control is delegated to the users, that individually decide the time and the targets to be tested. Other censorship detection phases, such as the collection and selection of targets or the reporting of collected evidence, can be performed by interacting with a centralized service.

A possibility shared among stand-alone tools and distributed platforms is the automatic repetition of the evidence collection phase: even for tools manually operated by users an automatic repetition of the probing would allow to collect evidence on a given time span with no need of human intervention.

A property related to the control paradigm is the automatic use of results from previous analyses to inform the scheduling of new evidence collection rounds. This “closed loop” control paradigm can be applied to minimize the probing impact over the network, raise the frequency of probing for recently changed conditions, deepen the complexity of analysis, all based on the detected censorship techniques and status. A model for this approach in the field of distributed monitoring platforms can be found in autonomic computing (see Huebscher and McCann [75] for a specifically dedicated survey).

6.4. Deployment

Detection techniques (and thus the systems that adopt them) are characterized by the ability to generate purposefully crafted network traffic (active methods, opposed to passive ones). The viewpoint, i.e. the role of the probe that collects the evidence, in its own turn heavily affects the applicable detection methods and the censoring techniques that can be revealed. We refer to Section 4 for the related introduction and discussion. We also note that all considered detection systems adopt active collection methods and client-side viewpoint, therefore this property has not been reported in the comparison of Table 3.

6.5. Targets selection

Censorship detection platform and tools, when checking for evidences of censorship, face the problem of considering a processable number of targets among the potential billions reachable on the Internet at the time of checking.27 We refer to this as the “needle in a haystack” problem.

This is specifically evident for active evidence collection methods, that have to individually check each target, for each probe, for each test, for several times in each time interval. Similar difficulties are present when the detection algorithm checks for keyword-based censorship technique: the selection of the words to be used as trigger among all possible words is also a “needle in a haystack” problem. It constitutes an issue also for passive evidence collection because, in order to extract specific traffic of interest from the whole of inspected traffic, filtering rules must be used that depend on the considered targets.

---

27 Leveraging results count provided by search engines and statistical properties of words in text corpora, an estimation of indexed web pages is provided as close to 2 billions [June 2014]. http://worldwidewbsize.com.
A simple solution to this problem is manual harvesting of target lists. The criteria to select specific targets to be checked for censorship can vary depending on the interest of user of the detection system. The more general case is for researchers that are exploring the phenomenon of Internet Censorship at large; on the other end of the spectrum we can envision the publisher of a specific content or online service that wants to verify its accessibility from different countries.

A minority of considered platform and tools allow the user to input a specific target to check (in the form of an URL).

Some platforms allow crowdsourcing of targets (limited to web resources, identified by their URL, i.e. prompt the users to input the URL of the resource and collect and make available the full list for others to check. This is an effective method to collect targets that are both of interest for the users and potentially censored of recent. One example of such approach is provided by the Herdict Project [70].

In our characterization, the difference between manual and crowdsourced collection methods are that in the first case the subsequent phases will involve only the user, while in the second case the target will be shared with other users and potentially tested system-wide.

Another approach found in literature about censorship and censorship detection leverages general purpose search engines to obtain updated lists of URLs related with sensitive topics, selected on the basis of search keywords. The choice of the keywords can be guided by common sense of the tool/platform designers, informed by former experimental studies on censored contents for each investigated country. Similar criteria and processes are involved in retrieving lists of URLs or IP addresses provided by specialized online directory services, e.g., listing open HTTP proxies, open DNS servers, Tor nodes, VPN providers, etc.

We characterize as “scraping” the targets collection methods that are performed by accessing such online lists and documents, potentially involving some format conversion and parsing.

Other approaches, that we collectively refer to as “complex”, adopt multi-step processes besides simple scraping of third party websites and services (e.g., they first collect potential keywords or topics, then use them in general search engines to find URLs related to them), or adopt some specific algorithm or process to build target lists, as described in the following.

One of the first solutions to the “needle in the haystack” problem is presented in [136] (see Section 4.3.3), where periodic scraping of information from a number of sources is performed in order to extract the list of targets to be considered. The authors do not dwell on this aspect, and simply describe the information used to gather inputs for the detection algorithm; a brief description of such sources is reported in the following.

**User Input:** collection of URLs provided by the users of the system through the user interface

**OpenNet Initiative’s Herdict [70]:** periodical scraping of the online report of tested URLs.

**Google Alerts** on selected topics: subscribing to the topics Internet Censorship, Net Neutrality, freedom of speech and human rights, a daily report by email on the relevant search results on the topics is fetched by IMAP client, processed and fed to the system.

**Internet Trends:** Google Hot Trends and Twitter are scraped for keywords; these are used to query Google and take the top-10 results for each trend. No details are given in [136] on how the keywords are inferred from the trends, we speculate that, besides the trivial tokenization of returned text, techniques for keyword extraction like Latent Semantic Analysis can be applied.

**Search of ONI categories:** the list of categories that the Open Net Initiative [79] has defined for censorship targets is considered to extract 10 keywords (news outlets, freedom of speech, entertainment, government, terrorism, porn, gambling, religion, net neutrality and human rights); for each the top-100 results from the Google search engine are considered.

An implementation of extraction of data from web sources has been made available by the YouTomb project (see Section 5.4), where Python scripts are used to extract URLs of YouTube videos from news aggregation platforms. In general, the automation of the activity of target collection can benefit from the literature on extraction of web data (see [55] for a recent survey of techniques).

A formal approach for keywords extraction has been adopted in [33], where the detection method is based on trigger of type keyword. The authors of [33] propose the application of Latent Semantic Analysis (Landauer et al. [97]) to a corpus of documents in the language of the censored targets (in the proof of concept the Chinese section of Wikipedia, as the censoring system under analysis is the Great Firewall of China). By means of this technique, that in turn leverages Singular Value Decomposition (Klema and Laub [88]), corpus documents and keywords are mapped in a lower dimensionality “concept space”, allowing to relate keywords with similar occurrence properties together in “concepts”. Starting from known censored keywords these can be mapped to their related concepts and then lead to new potentially censored keywords. Similarly, starting directly from sensitive topics, the related concepts map to a set of keywords to be tested for censorship. While this approach has been adopted in [33] to collect a list of keywords for HTTP keyword-based censorship, it can as well be used to generate queries to retrieve URLs lists from web search engines.

In order to perform detection of DNS tampering the commonly used approaches require the presence of a probe inside the censored network, but in case the censoring device acts as an open resolver direct probing is possible from outside the censored network. Thus another form of “needle in a haystack” problem arises: finding open resolvers in the whole Internet (or in a given country/ISP/AS), in order to probe it. This has been addressed in [38] using

---

an active methodology that leverages the control of a name server that is authoritative for a given zone; queries are sent to the whole publicly routable IPv4 space of addresses, asking for resolution of a purposely crafted subdomain of the controlled zone. By logging all the requests coming to the controlling authoritative server, the existence and specific type of open resolver can be inferred, along with its IP address as encoded in the specifically crafted query (Fig. 18). The reason behind the use of a controlled Name Server is that it allows to distinguish between open forwarders sub-type (case (2) in Fig. 18) and the other sub-type, open recursive, likely a misconfigured and harmless Name Server. The subset of open forwarders is then considered as possibly related to malicious activities (phishing or malware-related in [38], or censorship as well) and become the destination of direct active probing.

Keyword lists can be obtained by reverse-engineering the binaries of applications suffering client-based censorship such as TOM-Skype (Villeneuve [148], Knockel et al. [91]) and SinaCU (Aase et al. [2]). Most interesting, in the analyzed cases the lists were updated through the network, and in [2] the authors report to have extracted both the URL for the update and the decryption key, becoming able to track the changes in the blacklists over time.

6.6. Evidence collection and Analysis

The core functionality of detection systems is the collection of evidences of censorship by means of measurements and subsequent analysis. These two tasks are strictly connected and in some systems due to the simple analysis process can be considered as a single phase. Nevertheless, besides being tasks conceptually separated, there are detection systems that perform them at different times. The different measurements and tests aimed at collecting evidence for censorship detection have been extensively addressed in the Section 4 and summarized in Table 1; the categories of evidences collected by the different platforms and tools is reported in Table 2.

6.7. Reporting

The results of the analysis of collected evidences are reported by the considered detection systems in different forms. Virtually all of them are able to produce the results of analysis for the single probe and the single detection test; the differences are in the public exposition of such results and their level of aggregation.

If the reports are publicly accessible, and thus available to users regardless of their participation in the measurement process, the reporting is flagged as “public” in Table 3. The aggregation level of reports is divided as: “target”, if platform-wide results are available for each tested target; “category”, if targets are grouped in coarse thematic categories, such as adult content, religion, news, and circumvention; “test”, if results for each test is available, evidencing the detection of the specific censorship techniques; “country”, if detection results are shown aggregated by country from which the tests have been performed.

7. Discussion and conclusions

In this survey we have collected and analyzed the literature on Internet Censorship, censorship circumvention and
censorship detection in order to study the methods, techniques, architectures, platforms and tools available for censorship detection. We have provided an overview on Internet Censorship and related concepts, and we have proposed a characterization of censoring systems and a reference description of the censoring techniques they adopt, as a basis for the subsequent discussion (Fig. 1). We have analyzed and discussed the techniques and architectures adopted and proposed in the considered literature, presenting a chronological summary bibliography (Table 1), and we have researched and analyzed detection tools and platforms whose implementation is publicly available, both those described in academic literature and not. We have proposed a characterization of censorship detection systems, and described and discussed the considered systems in terms of such characterization (Table 2 and Table 3).

Despite the relative youth of the surveyed topic, we have found that significant variability of deployment setups, detection techniques and accessory services have been adopted. In the following we present a discussion of the state of art represented by the considered detection systems.

Evolution over time: With reference to Tables 2 and 3 we can notice no evident trend from the chronological sequence of considered properties: virtually all aspects present themselves again over time with no clear beginning or ending years that could have shown adoption or dismissal of techniques and setups. One possible reason for such behavior is the limited time span resulting from the survey: while Internet Censorship appears as an academic research topic as early as year 2000 (see [71] for a general survey of academic literature on the Chinese Internet), the fields of study that addressed it were prominently social sciences; to find technical analyses detailed to the point of be considered as detection methodology or technique we have to wait until 2003 and 2006 (Dornseif [48], Clayton et al. [31], Clayton [30]), while for the availability of tools and platforms year 2009 must be reached. This limits the span of the time interval under analysis to just 6 years, testifying the relative youth of the topic.

The lack of evident trends in the censorship techniques that are detected can be explained by considering that the censoring systems being monitored have evolved over time (e.g., TCP disruption in China has been found changing from 2006 to 2013 in several papers, adopting different detection and analysis methods). Moreover, despite the availability of new and more advanced censoring systems, the oldest censoring technique analyzed (DNS tampering) is still currently used and thus detected (Nabi [114]).

Results publishing: With the exception of Weiboscope, recently presented detection systems neglect the publishing phase, being centered mostly on novel measurement techniques and deployment setups. Moreover they focus on specific and limited evidence collection techniques: encore collects the success or failure outcome in rendering embedded components of web pages, but is unable to access the content of the tested resource, and no algorithm is proposed to infer censorship from such evidences; spooyks can due to the peculiar technique it adopts is able to collect evidence only of IP/port filtering.

The most informative reporting is provided by Herdict, offering time-series graphs (with annotations of significant events such as Egypt disconnection on January 2011), lists of top-reported countries, URLs, categories of URLs, a world map with country-based totals shown as differently sized dots, and the possibility to download a CSV database of reports. Similarly Greatfire.org offers overall aggregated statistics for most popular worldwide websites and a calendar report for each monitored target. The server-side censorship detection platforms YouTomb and WeiboScope both provide chronologically ordered lists of censored targets; WeiboScope offers also a color-coded map of China Provinces showing the location of censored authors.

For what concerns the reporting facilities Herdict can thus be considered the leading example, but due to the limited evidence collection procedure it does not allow to tell censorship from outages with a degree of confidence, nor is able to infer the censoring technique (that could help confirming intentional action and also suggest which actor is responsible of it, besides indicating possible collateral damage and possible circumvention techniques). In this direction Greatfire.org provides significant more information, but is specifically devoted to monitoring the Chinese censoring system; moreover, using a limited set of probes to perform evidence collection it could have limited visibility of censorship, that has been found to be applied in different parts of the networks (Xu et al. [159]) and differently across ISPs (Anderson [9]).

Detection features: The platform detecting the most diverse set of censoring techniques is Greatfire.org, including DNS hijacking, DNS injection and the common HTTP damage and possible circumvention techniques). In this direction Greatfire.org provides significant more information, but is specifically devoted to monitoring the Chinese censoring system; moreover, using a limited set of probes to perform evidence collection it could have limited visibility of censorship, that has been found to be applied in different parts of the networks (Xu et al. [159]) and differently across ISPs (Anderson [9]).

All the analyzed detection systems have specific merits, specially the ones with a narrow focus (Spooyks, encore, YouTomb, Weiboscope) but even the ones with the broadest scope (Herdict and OONI) do not cover all aspects of censorship detection, leaving open the need for a comprehensive solution. More specifically OONI, focused specially on the simplicity for the researchers to define and implement new evidence collection methods, lacks an analysis and publishing component, while Herdict partially solves target selection issues and extensively reports the results, but is very limited in the collection and analysis parts. Both lack detection of server-side censorship, that according to Bambauer [16] is a censoring approach expected to keep gaining importance. The platform Greatfire.org includes server-side censorship and does not depend on users terminals for probing, but is dedicated to one specific censoring system (the Great Firewall of China) and has issues related to the limited number of probes.

The popularity ranking is provided by the Alexa online service [7].
in literature. Notably, crowdsourcing of a more general type of measurement can be derived by the platforms relying mostly on crowdsourcing (Herdict, Alkasir, Greatfire.org) or extraction of information from search engines and other web services, with a special case represented by monitors of server-side censorship (YouTomb, Greatfire.org, Weiboscope). The Herdict platform has become in turn a source of targets for other detection systems such as encore, Greatfire.org and is often one of the considered sources also in the architectures proposed in literature. Notably, crowdsourcing of targets collection has been applied only to web resources, and not to Internet applications in general. This can be partly because the Web and applications leveraging the HTTP protocol likely are the most commonly censored ones, but also because none of the considered detection systems supports checking a generic Internet application. (The closest to this goal is OONI, that has been designed as a framework for defining censorship detection tests.) Therefore it is expected that no facility is available for the users to submit a more general type of targets.

Other sources include blacklists either leaked from internal communications of involved entities (e.g., Samizdat) or extracted from client-based censorship enforcement tools. An aspect that has been briefly introduced in [136] but not deeply investigated nor implemented in available tools, is the closed loop control i.e. the automatic use of the results of analysis to update the system behavior in order to improve the coverage, the reliability or the granularity of censorship detection.

Active users participation: Besides Greatfire.org and the other platforms that detect server-side censorship, all considered tools and platforms rely on user engagement, either by repeatedly visiting a website, or installing and running an application. The necessity to attract and keep users is mitigated in the encore tool by inserting the probing code in third parties web pages, that the user may be motivated to access for her own reasons. A similar approach has been adopted in [9], where some measurements were performed automatically by users running the file sharing application µTorrent. An alternative solution can be derived by the Alkasir platform, which is mainly aimed at censorship circumvention, providing detection as a secondary service (enabling circumvention only for selected targets actually found censored). From an abstract point of view, all prompt users to participate in the detection process as part of something else the users desire, but ethical issues are worsened, as the users are not aware of their involvement (this is not the case for Alkasir, which explicitly engages the users in the detection).

7.1 Challenges and final remarks

A number of issues arise when considering the monitoring of Internet Censorship, regarding both the complex nature of the phenomenon in itself, and the technical implications in its monitoring. We discuss the challenges and propose possible solutions and research directions in the following, distinguishing issues related to analysis from the ones related to measurement, further splitting the last in aspects common to wide-scale measurement systems, and the ones specific to censorship monitoring.

7.1.1. Challenges of censorship analysis

First of all the phenomenon of Internet Censorship itself is hard to define. We have addressed this issue by adopting a strictly technical approach, but it is evident that the motivations and intended goals behind the censoring activities have both ethical and practical consequences; e.g., denying access to child pornographic content with the aim of discouraging its production and thus the associated abuse is different from blocking information regarding political topics to prevent an organized response from a population. The global nature of the Internet and the variability across countries and in time of what is legal, tolerated, improper, harmful, make an in-depth and worldwide valid definition of Internet Censorship potentially unfeasible.

Given that a complete definition of Internet Censorship is a still unsolved issue, and sticking to the purely technical definition that we have provided in this survey, we also argue that there is a lack of significant metrics to quantify censorship. A censorship detection system should be aimed at answering a number of questions, the most basic one can be worded as: What is the extent of censorship—if any—that is enforced on a given set of users? Metrics that quantify the extent of censorship in the surveyed detection systems do not go beyond the count of single targets detected as blocked, but this is hardly significant per se and is of limited practical use as index of intrusiveness of censorship in a given country, and even less for a comparison across different countries. We see this as an important open issue still in need of research. Possible directions could take into account the informative content of censored targets, their specificity in terms of topics, their relevance for political, cultural, health conditions of the affected population. Other possible metrics could consider the number of entities affected by censorship that belong to all affected parties: the producers of the censored content, the publishers, and the potential consumers.

The previous challenge is strictly related with the complete lack of account for overblocking in the surveyed detection systems. We have thoroughly discussed how each known censoring technique affects the user and interferes with intended functioning of the Internet, and how they are prone to side effects, such as the inaccessibility of legitimate targets (“overblocking”). None of the considered detection systems explicitly address or report overblocking, despite it being an important aspect of censorship, tightly linked with the measurement of censorship extent and implicit costs. A possible example in pursuing this extension of analysis can be the association of each target to a potential motivation for blocking it (e.g., on the basis of sensitive topics addressed in it); then, given the detected censoring technique, evaluate which other targets potentially present the same trigger or are affected by the same censoring action. This would provide the overblocking in terms of other potential targets to test: actual overblocking can be measured considering among these targets the ones for which no apparent motivation for blocking can be found.
A fundamental aspect of Internet Censorship is the actual adoption of techniques available to enforce it, following their evolution in time, thus in reporting censorship the specific censoring technique should be stated. A detection system should be able to answer the question _How has the censorship been enforced?_ Yet only one third of the surveyed systems perform a diverse set of tests necessary for inferring the actual censoring technique, and not all of these actually perform the inference on test results: we think that the available tools and platforms should both aim to support the broadest set of evidence collection tests, and leverage test results to infer the censoring techniques. On the other hand, novel detection techniques should be designed from the beginning with the objective of being integrated in a more general platform, otherwise resulting in limited usefulness.

By considering the literature on traffic classification and on circumvention, we have noticed that, to the best of our knowledge, _no detection system tries to elicit triggers of behavioral type_, i.e., based on statistical flow-level features, host-based connection graph features, or reaction to censor’s active probing. As the technology to build this kind of _censoring systems_ is known, and can be considered as the last step in the army race of Internet Censorship versus circumvention (see, e.g., [158]), we expect _detection_ systems to keep pace with it. In order to reveal censoring systems that are triggered by such features, the mimicking of network protocol and overall application behavior is likely necessary, requiring _tomography_ setups and testing procedures more complicated than the ones found in the survey, and less generalizable to different target services. This can be considered a clear challenge to _detection_, but also likely an unavoidable future step. Considering the inference of the censoring technique can be indirect, complex and error-prone, _an index of confidence in the resulting response should also be provided_. In fact telling intentional impairment from accidental performance problems or outages and telling content mangling from ordinary dynamic content and personalization are non-trivial tasks, unlikely to have sharp 100% or 0% certainty in the outcome. Despite this, we have found very little attention in this aspect, as the few solutions provided adopt basic approaches, e.g., based on the percentage of access failures over a given testing time. Therefore we highlight this as a notable opportunity for improvement on the state of art.

_Automatic time-based analysis with external events correlation_ and leveraging of news outlet for _targets_ collection are two valuable features still in need of deployment in considered systems. While the set of censoring techniques documented in the surveyed papers did not significantly change over time, their adoption in specific countries or by specific ISPs, and the _targets_ they were aimed at, did actually change. So another question to be answered by a detection system would be _When censorship of this target has begun, and how long it lasted?_ Besides accounting for the dynamic nature of Internet Censorship, this kind of analysis would enable correlation with external events, either providing context (and possible motivation) for censorship, or ascribe the detected impairments to technical issues. While more than half of the considered detection systems are designed for continuous operation and can in principle perform time-based analysis, this has been performed manually, and related to external “real world” events as a subsequent validation of results.

Other less evident challenges lie in _ethical and practical consequences related to the detail of analysis_. All the analyses described so far, in order to be significant and useful, should be further broken down according to countries, geographical zone, adopted ISP, connection type (office, residential, academic, public). This requires collection of information not easily available to a third party, and could potentially result in a threat to privacy of users and to trade secrets of involved companies. Moreover, the explicit report about the censoring technique that has been detected informs the users on the circumvention techniques that can be successfully adopted. This on one hand is desirable, coherent with the idea that “security by obscurity” is a poor security paradigm, and reduces the advantage that technically skilled people have over the common citizen. On the other hand, in the case of—locally—lawful censorship, such reporting would be akin to suggesting how to elude laws, with the related ethical, legal and potentially practical consequences. The same act of performing active censorship detection tests could in principle be illegal in some countries, or put the user in danger regardless of the official laws.

While not strictly technical, these aspects have been cited as significantly limiting the deployment of detection systems in countries where rule of law is not respected, and is an open issue for censorship detection. An analysis of challenges in studying _information controls_ (of which Internet Censorship constitutes a subset) can be found in [34], where some background on the methodology adopted in the _OpenNet Initiative_ project is provided and the related multidisciplinary approach is proposed to holistically investigate such complex phenomenons.

### 7.1.2. Challenges of censorship measurement

Due to their intrinsic nature, _censorship detection systems share challenges of wide-scale network measurement systems_. All the analyzed detection systems perform _active_ measurements, i.e., they generate purposely crafted network traffic in order to collect information about the network behavior. Moreover such measurements are wide-scale, as they engage—in number of thousands and orders of magnitude more—globally distributed servers on the Internet. These characteristics qualify most of the considered detection platforms and architectures as wide-scale network measurement systems, sharing goals and challenges related to this nature, regardless of the specific network properties that are measured. Examples of wide-scale network measurement systems are _Trinocular_ (Quan et al. [124]) and _Hubble_ (Katz-Bassett et al. [84]), both addressing Internet outages monitoring, _DIMES_ (Shavitt and Shir [138]) and _MERLIN_ (Marchetta et al. [106]), focused on Internet topology monitoring, _BISMark_ (Sundaresan et al. [140]) and _HoBBIT_ (de Donato et al. [42]), designed for network performance monitoring.

Common concerns include the choice of the probing frequency, the traffic load imposed on the network, the
time-coherence among the globally distributed measurements, the coverage of networks or hosts necessary to obtain results representative of the rest of the Internet, the adaptation of such choices to the dynamic nature of the networks, and data management issues related to quantity and persistence of collected data. A number of challenges derive from such aspects, as many of them are mutually constrained by trade-off relationships, e.g., increasing the coverage of tested hosts/networks increases the imposed traffic load and affects negatively the time-coherence of global results; increasing the probing frequency enhances the time granularity but increases also the amount of measurements data to be collected, stored and processed. We refer to the aforementioned works and the related literature for a more in-depth analysis and examples of adopted solutions for such issues.

Besides the challenges in common with large-scale network measurement systems, censorship detection systems face more specific ones, related to the adversarial environment created by censors. These may intend to hide the existence of censorship or prevent access to information on circumventing it, and thus may want to interfere with or impede censorship detection. As a consequence, censorship detection tools can be targeted so that information about the tool or access to tool online repositories is blocked. The different traffic flows involved in active censorship detection can also be blocked, impaired or tampered with. These include measurement-setup and results-reporting communications between probes and a management server or collector service. A host, recognized by the censor as a probe of a censorship detection system, could be intentionally handled differently from a common host, e.g., could be allowed to perform testing enough to conceal the existence of the censoring system. This way the probe would falsely report the absence of censorship. For crowdsourced systems there is the additional possibility that the censor itself runs a number of rogue probes in order to directly pollute the reports with false data. Authentication-based and reputation-based approaches in this case would contrast with the need to preserve user privacy. Special care is to be payed also to the security aspects involved in making users install and run software on their personal or work terminals. Making the non-technical-savvy user aware of the potential risks involved in such activities may prove not trivial. Crowdsourced systems also suffer by the necessity of enlisting and retaining a voluntary user-base, the bigger the better, thus too high a barrier to user enrollment is to be avoided. Most of these issues are still open, although promising research can be found in the field of participatory sensing systems, in which the ubiquity of mobile personal devices capable of high amount of data collection and transmission is exploited to implement highly distributed data-based applications (see for example [26] for a survey on privacy-preserving approaches, and [27] for a proposed solution based on reputation and pseudonymity).

Finally, operational aspects are in need of more attention from the research in censorship detection. Both the aspects common to wide-scale network measurement systems and the ones specific to censorship detection have been addressed only at basic levels—if at all—in the surveyed literature, despite being evidently important. Even the simple question “How many different probes are necessary to evaluate censorship of a given target?” has not been formally answered nor investigated. We argue that the reason behind this lack of technical maturity from the operational point of view is due to the high emphasis on the detection results more than on the tools employed to get them, because of the practical, ethical and cultural consequences of such results and their limited availability in technical literature. We foresee and suggest that future implementations of the censorship detection systems will progressively address these issues explicitly and with approaches that are more systematic and scientifically sound, possibly leveraging and reinterpreting the lessons learned from established wide-scale network measurement systems and other related study fields also for the objective of Internet Censorship detection.
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