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Abstract

The extent of Internet censorship in countries like China is regularly tested,
but the testing methods used from within a censored country can entail risk for
humans. A benevolent worm can be used for testing instead: the worm’s self-
replication, long the bane of suggested benevolent viruses and worms, is shown
to be essential here. We describe the design of this benevolent worm, along with
some other related applications for it. A full technical, ethical, and legal analysis
is provided.

Disclaimer: the following paper discusses a novel type of computer
worm. Release of such a worm, and possibly even its creation, could
result in severe legal penalties. We do not advocate the creation and
release of this worm, but present it here for research purposes only.

1 Introduction

China is well-known for protecting its citizens from the perils of the Internet. Known
evocatively as the “Great Firewall of China,” technology is used to limit certain material
flowing into or out of China, such as information about Tiananmen Square.

On one hand, this stance by the Chinese government is to be expected – China
has a historical tradition of censorship [26]. On the other hand, it is hard to imagine
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marshaling the technology and resources to successfully censor the Internet, yet the
Chinese government has billions of dollars invested to try and do just that [8].

In the case of the Great Firewall, even the extent of the censorship is not apparent.
Attempts to access forbidden material yield results akin to network or server prob-
lems [22, 32]. Accurate glimpses into the censorship mechanism are rare, like the dis-
covery of a list of banned words shipped with Chinese instant messaging software [25].
Moreover, the consensus is that Chinese censorship is a dynamic work in progress, and
subject to frequent changes [22, 32].

Groups with interests in human rights, freedom of expression, and privacy monitor
the extent of Internet censorship in China and elsewhere. For China, the current meth-
ods of testing are listed below. All the tests originate outside China unless otherwise
noted.

• Fetch URLs containing forbidden terms from Chinese web servers [4]. This
testing is based on the supposition that the Firewall’s operation is symmetric, and
censors the same material coming and going. It is not a complete test because
coarse-grained censorship like blocking of IP addresses is not examined.

• Fetch URLs whose web pages possibly contain sensitive content, via dialup mo-
dem to Chinese ISPs. This method was eventually made unusable [32].

• Fetch URLs whose web pages possibly contain sensitive content, through Chi-
nese open proxy servers [22, 32].

• Examine the results from Chinese search engines, when searching for particular
web sites and keywords [14]. Here, the testing was done from both the U.S. with
a U.S. ISP, and from China using a Chinese ISP.

• From within China, fetch URLs entered manually or fetch URLsen masseus-
ing a program. The URLs were entered, and the program was run, by volun-
teers [22].

Where applicable, controls are used to distinguish censorship from legitimate net-
work and server failures [14, 22, 32].

These tests are not without their share of problems. They can suffer from ‘limited
scope’ [22, page 23]. Differences have been observed between proxy server tests and
in-state tests [22]; given that over 70% of Chinese in a survey claim not to use proxy
servers anyway [18], in-state tests are really the best way to get an accurate idea of
what the typical user sees (and doesn’t see). However, in-state testing entails risk for
the humans who perform it.

In the remainder of this paper, we propose an alternative way to perform this in-
state testing with reduced risk to humans, by using a benevolent worm. We lay the
groundwork in Section 2 by surveying other benevolent viruses and worms. Our “hu-
man rights worm” is presented in Section 3, along with other applications, followed by
a detailed analysis in Section 4. Finally, we give our conclusions in Section 5.
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2 Benevolent Viruses and Worms

The idea of “good” viruses and worms that have a beneficial effect has been around
since the earliest academic virus and worm research. For example:

• A virus could be written that compresses executable files to save disk space [5].
Infected/compressed files would be automatically decompressed by the virus as
needed. This idea was realized by the Cruncher virus in 1993 [17].

• The KOH virus encrypts floppy disks and hard disk partitions for security rea-
sons [19]. A legitimate user would know the decryption key and could access
the files, i.e., KOH was not “ransomware” being used for extortion.

• Early worm research implemented a distributed computing framework at Xerox
PARC [28]. After solving some problems controlling the worms, a variety of
applications were built including network diagnostics and computing frames of
a computer animation.

• A virus could perform system maintenance, like upgrading outdated versions of
programs [6].

• Predator worms are revisited periodically, the somewhat romantic notion that
good worms can hunt down and destroy bad worms, or that good worms can find
and patch vulnerable machines [1, 10, 30]. Real attempts at predator worms,
such as the Welchia worm which tried to clean up after Blaster [24], have gener-
ally proven disastrous and have resulted in more trouble than the original worm
caused.

Although we defer a detailed analysis of any benevolent viruses and worms until
Section 4, most of these suggested examples suffer from one basic problem. There is
a way to accomplish each of the above tasks without the risk of using hard-to-control
virus/worm propagation mechanisms.

3 The Human Rights Worm

Computers and robots have long been used in environments where it is too dangerous,
hostile, or difficult for humans to perform tasks. But what about cases where the danger
stems from fellow human beings?

Right or wrong, the Great Firewall of Chinais tested by people from within the
borders of China. The people who do this testing undertake substantial risk unto them-
selves and their families located in China. Although no one has been prosecuted yet for
such testing, it is well-known that Chinese law is deliberately ambiguous and general
in a manner consistent with its unpredictable application. The Chinese government has
historically used vague legal drafting as a form of inflicting fear of persecution; the
best known example is the area of state secrets and subversion [13]. Added to this is
a growing trend where ‘police have begun detaining more “ordinary” users’ [31, page
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33] of the Internet. Taken together, in-state testing of the Great Firewall is a dangerous
pastime.

We propose that a computer worm can perform the task of testing automatically,
avoiding the danger posed to humans who take part in testing. We call this thehuman
rights worm. The self-replication mechanism of worms is ideal in this case, because a
person whose computer is infected takes part in the testing but has perfect deniability:
they performed no deliberate action and have no knowledge of the worm.

The human rights worm would have three primary characteristics. First, the worm
would be slow-spreading by design, so as not to wreak havoc on normal network oper-
ations. Second, it would perform targeted infections of computers within China; before
an infection attempt, the worm could identify a target IP address as Chinese or not us-
ing geolocation [21]. Even a crude geolocation method like performing a reverse DNS
lookup of a target IP address to see if its domain name ends in.cn would be sufficient
to limit the worm’s spread. Third, the worm’s payload would perform the Firewall test-
ing periodically and report the results to interested parties – not necessarily the same
people who created and released the human rights worm.

Who would create the worm? There is a strong psychological and political element
to this question. A worm created inside China would have the distinct advantage of
appearing to be change from within; a worm created outside China might seem to be
external meddling, imperialism, or worse, an act of war.

The human rights worm has a variety of other applications, most just a simple
matter of changing the worm’s payload:

Chaff. Not surprisingly, the Great Firewall’s filtering is not able to detect banned con-
tent in encrypted traffic; it is not possible for the Firewall to decrypt the traffic.
However, it has been suggested that the Chinese government may eventually de-
tect the presence of encrypted traffic [4]. Even if the traffic cannot be decrypted, a
person detected using encryption software inside China may not be looked upon
kindly.

The human rights worm could help address this problem, by feeding encrypted
chaff to the Firewall. The real encrypted traffic will be lost in the noise generated
by the human rights worm, and any attempts at detecting encrypted traffic will
be met with a steady stream of meaningless alerts.

Information delivery. One strange aspect of Internet censorship is how it inverts the
application of technology. Spam is sent into China by ‘overseas dissidents and
free-speech advocates’ [3, page 29]; obfuscations used by spammers are used to
avoid detection by authorities [12]; anti-spam techniques are used by the govern-
ment to censor content [12].

Access to information may involve more than simply freedom of expression;
timely information can be a matter of life and death. Indeed, there are two spe-
cific areas where censorship and a lack of accurate information distributed in a
timely manner have had unrefutable dire consequences in China in recent his-
tory:

• AIDS: The Chinese government has and continues to suppress information
on the spread of HIV/AIDS. By 1987 the government had reported only
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four known cases, claiming that AIDS was a foreigners’ disease [27]. The
reality is that China has one of the highest HIV/AIDS rates in the world
outside of Africa. While the impact of accurate and timely information
in this epidemic is unknown, it is certainly plausible that access to such
important information could have reduced the rate of infection.

• SARS: Similar to AIDS, the Chinese government withheld critical infor-
mation on severe acute respiratory syndrome in 2002 [16]. This allowed the
disease to spread more readily from Guangdong province to other provinces
in China and eventually the rest of the world. The SARS health crisis can
be partially attributed to the nondisclosure of pertinent information.

While bird flu has not yet reached crisis levels, history indicates that any infor-
mation provided by Chinese officials should be treated with caution.

As China’s filtering/anti-spam technology evolves, the use of spam to dissemi-
nate information will become less effective. A new mechanism will be required
for large-scale information delivery, and the human rights worm provides one
possible solution. Infected machines could display information in pop-up win-
dows, for instance, or override a user’s default web page with one displaying
information.

Anonymity. An anonymity network is a means by which a user can hide what they are
connecting to – an attempt at accessing forbidden content might be detected, but
an anonymity network would make it prohibitively difficult to trace the request
back to its source.

A practical problem arises if mere use of a well-known anonymity network is
enough to raise suspicion. The Tor anonymity network [7], for example, supplies
a list of Tor servers’ IP addresses and ports [29]; a connection to any of those is
a clear signal that a bid for anonymity is being made.

Previous work has stated that malicious software can be used to automatically
establish an anonymity network [11]. The human rights worm could build such
an anonymity network to provide anonymity service temporarily until filtering
was changed to detect it.

Other countries. Although we have been singling out China in this paper, there are
other countries that censor access to the Internet. For example, Vietnam’s filter-
ing of Internet content is also tested [23]. The human rights worm would work
equally well in these other countries where the political and legal landscape cre-
ate risks for in-state testers.

4 Analysis

Bontchev [2] has compiled the most detailed list to date of the criteria that a benevolent
virus must have in order to be useful. Most of these are equally applicable to worms
as well as viruses. We present Bontchev’s criteria in abbreviated form (set initalics
below) and analyze the human rights worm in this light.
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4.1 Technical Issues

To separate technical matters, assume for the moment that it is desirable for the human
rights worm to spread and operate as designed. What are the technical issues?

• Viruses do not spread in a controlled way.

As described in Section 3, the human rights worm would limit its spread to ma-
chines in China. The worm would not attempt to infect any machines that it
could not place inside China through geolocation.

• Viruses could find themselves in an unexpected environment where they could do
inadvertent damage.

A worm that spreads by successfully exploiting a specific bug arguably has a
very good understanding of the target environment; buffer overflow exploits can
be very fragile, for example.

The human rights worm may encounter systems that were unknown at the time
of the worm’s release, like an operating system upgrade that the worm was not
tested with. To mitigate this sort of problem, the worm can be designed to shut
itself down after a reasonable period of time: new, incompatible software is typ-
ically not released often or without warning.

• It is not possible for anti-virus software to distinguish between “good” and
“bad” viruses.

Let us assume that anti-virus software is able to detect the human rights worm.
Moreover, let us further assume that anti-virus vendors havechosento detect the
human rights worm, having analyzed it to see what it does. (This latter point
may raise interesting moral issues for some virus analysts.)

Bontchev’s criteria were polarized in that a virus was either good or bad in its
entirety. We tend to side more with MidNyte, who argued that there could be a
‘ ‘bad’ virus working for a ‘greater good’ ’ [20]. In other words, we can more
thoroughly analyze the human rights worm by weighing its actions separately
from its effects.

We consider the effects of the human rights worm in Section 4.2. As for the
worm’s actions, they are clearly malicious: infecting computers that do not be-
long to the worm author, acting without the permission or informed consent of
the computer’s owner. Anti-virus software can comfortably label this worm as
malicious, and does not need to distinguish good from bad.

Interestingly, the reactive nature of much anti-virus software may be a saving
grace. If the human rights worm is going to shut itself down anyway to avoid
compatibility problems, by the time anti-virus vendors capture a worm sample,
create and test an anti-virus update, and have customers install the update, the
human rights worm may already have had enough time to accomplish its goals.
Any moral issues in terms of detection are quietly skirted.

• Viruses waste computer resources.
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The slow-spreading human rights worm would occasionally make attempts to in-
fect other machines and periodically perform Firewall testing by trying to access
various URLs. Given that the human rights worm is concerned with overall web
site accessibility, the success of a basic HTTP transaction would be sufficient for
probing purposes. The traffic and resource demands would thus be much lower
than a typical user’s web browsing.

• Viruses can contain bugs.

This is somewhat of a red herring, because all software can contain bugs. In fact,
even anti-virus software has had its share of catastrophic errors [9, 15]. There
is no reason to believe that the human rights worm could not be debugged and
tested to a professional standard prior to release.

• The parasitic action of viruses can cause compatibility problems.

A worm is not parasitic and does not attach itself onto existing code in the way
that viruses do, so this concern is not applicable to the human rights worm.

• The same task could be performed without self-replication.

As discussed in Section 3, the self-replication of the human rights worm is crit-
ical, as it firmly establishes plausible deniability for the owner of an infected
machine.

4.2 Ethical and Legal Issues

Bontchev presents a number of ethical and legal issues worth refuting. The human
rights worm poses some additional issues in this regard which we discuss at the end of
this section.

• Unauthorized data modification is unethical and illegal.

Bontchev is correct to assert that data modification is illegal in many jurisdic-
tions; it may attract civil liability and/or criminal sanctions. This does not, how-
ever, automatically lead to the conclusion that a benevolent worm or virus would
be unethical. Not everything ethical is legal, and not everything legal is ethical.

Most, if not all, ethical theories allow for the breaking of rules or law where it
would be construed as ethical to do so. The use of the human rights worm con-
ceivably falls within the realm of ethically acceptable action under many ethical
theories. This is easiest to see if we consider the “information delivery” payload.

Consequentialism would examine the consequences of an action; the conse-
quence of disseminating illegal information on AIDS may lead to a jail sentence
but it could also prevent the spread of the disease and reduce the rate of infec-
tion, thereby maximizing both health and welfare. Deontology advocates a duty
to moral rules, allowing for the possibility that moral actions may be illegal as in
the case of the human rights worm. Virtue ethics looks to maximize benevolence.
Confucian ethics points to the rights and well-being of a community – the use
of a human rights worm to disseminate important information contributes such
well-being in the community.
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• A virus can create copyright and ownership problems.

Bontchev argues that modification of a program could result in a loss of copyright
and ownership. There is no legal basis for this claim. Copyright is not lost
when someone modifies a work. The modification of a work (e.g., copying,
making available to the public without the copyright holder’s consent) is in direct
violation of nearly every copyright statute in the world. By no means would
ownership of a software program affected by a virus or worm be compromised as
a matter of law. By the same account, a benevolent worm may violate copyright,
but this does not naturally lead to the conclusion that it would be unethical. And
in many jurisdictions, illegal acts performed in the interest and welfare of the
public is a complete defense.

Bontchev further argues that technical support rights for programs affected by
viruses or worms could be voided. The latter sentiment may be true but it is one
of internal corporate policy, not a matter of law. It may be the case that a con-
tractual provision which canceled technical support in the presence of malware
would itself be null and void under the law (e.g., an unconscionable provision, or
contrary to consumer protection law). Further, if the software used was poorly
designed to be vulnerable to malware, the software vendor may themselves in
turn be liable.

In the context of the human rights worm, vulnerability in software is an asset
for its successful propagation. One potential concern is whether the Chinese
government might impose liability on software vendors who produce software
vulnerable to such attacks – in other words, shift the onus onto private corpora-
tions.

• A “good” virus can be altered to carry “bad” code.

As discussed in Section 4.1, the human rights worm should be treated as mali-
cious. It enjoys no special status on infected computers, and so malicious alter-
ation of the worm is a moot point.

• Allowing “good” viruses would justify writing viruses of any kind.

We would not argue that all viruses contain elements of benefit and research.
However, we do advocate mature reflection on the social values presented by
new kinds of viruses and worms on a case-by-case basis.

In the case of the human rights worm, there are a number of persuasive arguments
as to why its propagation reflects the greater public interest, is ethical, and is a
responsible approach to some of the problems currently faced in China and other
areas of the world.

The greatest dilemma faced by an individual or group in China considering writing
and distributing a human rights worm is the harsh penalties they might face if caught.
It is plausible that probing the Firewall, exposing vulnerabilities in the system, and
propagating illegal material could be categorized as an act of terrorism and a breach of
national security. The penalties in China for these crimes are severe and, in extreme
circumstances, may even include the death penalty. While a worm created from within
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China could be viewed as change from within, the potential risk to Chinese citizens
makes worm creation outside China more palatable and certainly less risky.

4.3 Psychological Issues

Bontchev lists two psychological issues with respect to viruses. First, users feel they
cannot trust the virus code. Second, the very term “virus” has a negative connotation
(the term “worm” does not fare much better).

These psychological issues would be of substantial concernif the user was a vol-
untary participant in the execution of the human rights worm. From a higher level, the
adversaries are the creator of the human rights worm and the Chinese government; the
users and their computers are the fabric upon which their adversarial battle is played
out. The negative connotation of a “worm” may even favor the worm’s creator in this
case!

The problem of trust might further be addressed if the worm originated from a
trusted source, like an established human rights NGO. In any case, the psychological
issues are minor considerations when stacked against the higher arguments in favor of
the human rights worm.

5 Conclusion

The extent of Internet censorship in China and other countries can be automatically
tested on a large scale, in-state, without risk to humans. The key is to employ a benev-
olent worm – the human rights worm – to self-replicate and perform the testing. Such
a worm has other anti-censorship applications too, like supplying pertinent and timely
information. From our analysis, the human rights worm is technically sound, and while
illegal, is ethically justifiable.
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