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Abstract

Internet censorship limits the access of nodes residing within a specific network environment to the public Internet,
and vice versa. During the last decade, techniques for conducting Internet censorship have been developed further.
Consequently, methodology for measuring Internet censorship had been improved as well.

In this paper, we firstly provide a survey of network-level Internet censorship techniques. Secondly, we survey
censorship measurement methodology. We further cover the censorship of circumvention tools and its measurement, as
well as available datasets. In cases where it is beneficial, we bridge the terminology and taxonomy of Internet censorship
with related domains, namely traffic obfuscation and information hiding. We further extend the technical perspective
with recent trends and challenges, including human aspects of Internet censorship.

Keywords: Internet Measurement, IPv6, TCP, UDP, QUIC, DNS, HTTPS, TLS, SNI, Tor, BGP, VPN, GFW,
Censorship, Human Aspects of Information Security

1. Introduction

The Internet enables the interconnectivity of numer-
ous users and the interaction with millions of websites and
online services. Sometimes, content or user-interaction is
considered inappropriate or undesired by entities control-
ling fractions of the Internet. Such entities can be state
governments, regional governments and any form of cor-
porate and non-governmental organizations. The desire
to control – or: censor – content of the Internet for its
users has been studied by a plethora of researchers. In-
ternet censorship of countries has already been discussed
in the mid-1990’s [11] and early forms of Internet censor-
ship have also been used in an idealistic vision of self-
governance by the Internet community [136]. Since then,
due to the increasing number of Internet users, social me-
dia platforms and the ever-growing amount of online con-
tent, Internet censorship became a widespread and persis-
tent phenomenon [72].

While there are already some surveys on Internet cen-
sorship, none of these studies up-to-date techniques of
both, Internet censorship and its measurement. Further,
no previous work draws clear links between Internet cen-
sorship and the related domains of network traffic obfusca-
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tion and network information hiding through covert chan-
nels and steganography. Additionally, previous surveys did
not cover related human aspects.

To close this gap, we provide a survey on network-level
Internet censorship techniques, their measurement and se-
lected related topics. While we cover some human aspects,
surveying political and juridical aspects of censorship (e.g.,
content removal by authorities) is outside the scope of our
paper. We then only provide links to such topics when it
aids the understanding.

The key contributions of this article are the fol-
lowing:

1. We perform survey on Internet censorship methodol-
ogy, i.e., how it is technically realized on the network
level.

2. We also survey network-level censorship measure-
ment.

3. We discuss the censorship techniques applied to cir-
cumvention tools and the measurement of the related
censorship techniques.

4. We survey measurement datasets and show how they
overlap and where they have singularities.

5. Whenever reasonable, we draw links between Inter-
net censorship and related domains, such as traffic
obfuscation.

6. We summarize trends and challenges of Internet cen-
sorship and its measurement, including both, tech-
nical, societal and human aspects.
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The rest of the paper is structured as follows. Sect. 2
covers the related work. Sect. 3 describes our literature
selection procedure while Sect. 4 introduces fundamentals
and a taxonomy of censor capabilities. Next, Sect. 5 sur-
veys censorship techniques, whereas Sect. 6 reviews mech-
anisms to detect censorship. We cover the censorship of
circumvention tools and the measurement for these tools’
censorship in Sect. 7. Measurement platforms and datasets
are summarized in Sect. 8. Sect. 9 discusses trends and
challenges and Sect. 10 draws conclusions.

2. Related Work

Surveys on Internet censorship have been published by
several authors. We will first summarize the key charac-
teristics of these surveys and then show how our paper
improves over these existing surveys. A fraction of the
available surveys discusses (mostly) political aspects of In-
ternet censorship (e.g., [216, 23]) but we decided to exclude
such works due to the technical focus of our paper.

Tab. 1 provides an overview of the existing surveys in
the field, highlighting their major focus. We compare the
Internet protocols covered by the various reviews and cen-
sorship detection techniques in Tab. 2.

In a 2011-survey, Subramanian [182] summarizes het-
erogeneous aspects of Internet censorship for selected coun-
tries, including circumvention methods. Aceto and Pescapé
[2] provide a comprehensive survey on Internet censorship
detection but also cover censorship methodologies. Dated
2015, the survey covers a plethora of fundamental methods
for censorship detection but lacks developments of the last
ten years. Moreover, the authors neither discuss informa-
tion hiding and traffic obfuscation methods nor do they
cover newer protocols (e.g., IPv6 and QUIC) or human
aspects of Internet censorship. Tschantz et al. [190] sur-
vey censorship circumvention approaches, especially their
related evaluation methodology. They further discuss cir-
cumvention approaches within the context of real-world
censor’s known capabilities of 2016 and conclude that there
is a disconnect between the goals of sophisticated circum-
vention methods and the censor’s methods. They present
three key reasons for this mismatch, i.e., (i) that censors
focus on the discovery and setup procedure of circumven-
tion channels while circumvention research mostly focuses
on the channel itself; (ii) that censors apply cheap pas-
sive censorship approaches instead of complex ones; and
(iii) that censors try not to risk false blocking while re-
search covers several attacks with collateral damage [190].
In their textbook, Mazurczyk et al. [128] discuss network
information hiding methods, including network steganog-
raphy and traffic obfuscation. Regarding the countermea-
sures, the work mostly focuses on the detection, elimina-
tion, and prevention of covert channels on different levels
of the TCP/IP stack, including specific covert channel/cir-
cumvention tools. Khattak et al. [103] survey censorship-
resistant communication tools both from practical and the-
oretical viewpoints. A 2017-survey by Zittrain et al. [213]

conducts a comparison of censorship on different nations
and also investigates the impact of HTTPS on Internet
censorship. While not a survey per se, Niaki et al. pro-
vide an overview of several censorship measurement meth-
ods employed by ICLAB [140], featuring approaches for
prominent communication protocols. Ververis et al. con-
duct a cross-country comparison of Internet censorship
[192]. Their survey focuses on France, Turkey, and Iran.
Karunanayake et al. [101] provide a comprehensive survey
of de-anonymization attacks on Tor. Their work features a
well-grounded taxonomy of Tor attacks. Master and Gar-
man [124] conduct a cross-sectional study on Internet cen-
sorship of 70 countries. They also summarize the applied
censorship methods and found that censors still apply fil-
tering methods that are easy to bypass and perform total
Internet shutdowns. Hall et al. [82] provide a survey-styled
RFC covering several network-level aspects of Internet cen-
sorship methods. While obfuscation methods are briefly
mentioned, information hiding techniques, measurement
techniques, and human aspects are largely neglected. Fi-
nally, Wrana et al. study the potential for censorship in fu-
ture Internet architectures, including NDN, SCION, XIA,
and NEBULA.

In comparison to the above-mentioned surveys, we do
not only provide the most up-to-date coverage of cen-
sorship and measurement methodology (including several
2025-publications and novel trends, such as regional cen-
sorship or detection of vulnerabilities in censorship sys-
tems) that features the broadest set of network protocols.
We also draw links to related disciplines, such as informa-
tion hiding. Finally, to the best of the authors knowledge,
our survey is the only one that explicitly covers human
aspects linked to Internet censorship.

3. Literature Selection

Our literature selection process is sketched in Fig. 1.
First, we conducted a query on the dblp computer sci-
ence literature repository for the keywords censor* AND
(network OR internet OR block* OR firewall OR
circumvent* OR measure*). We considered papers that
had been published in the 2010-2024 range. Additionally,
we queried Google Scholar and Web of Science (WoS) with
the term Internet censorship (in both cases, we sorted
the listing of results “by relevance”, excluded papers dated
earlier than 2010, and considered the first 250 results). All
queries were conducted in October 2024 and redundancies
were removed. Note that we included pre-prints/technical
reports. Next, we manually monitored high-rank confer-
ences and journals as well as specialized events, such as
FOCI, for freshly appearing papers, which led to the in-
clusion of several late-2024- and 2025-papers. All found
papers were filtered, i.e., we excluded papers on political
aspects of censorship, papers for which other attributes
(such as author names) led to their inclusion, papers on
censorship circumvention approaches (without discussing
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Table 1: Comparison of Existing Surveys’ Major Focus
Author(s) Ref. Year Published Main Focus Int. Cens. Inf. Hid. Traf. Obfs.

Subramanian [182] 2011 CIIMA General Internet censorship - -
Aceto and Pescapé [2] 2015 Comp. Netw. Censorship detection - -

Tschantz et al. [190] 2016 IEEE S&P Evaluation of circumvention
methods

Mazurczyk et al. [128] 2016 textbook Network information hiding -
Khattak et al. [103] 2016 PoPETS Censorship circumvention sys-

tems
Zittrain et al. [213] 2017 research report Country-based comparison;

HTTPS
- -

Niaki et al. [140] 2020 IEEE S&P Censorship measurement - -
Ververis et al. [192] 2020 Policy & Internet Country-based comparison of

censorship
- -

Karunanayake et al. [101] 2021 COMST Tor de-anonymization attacks - -
Master and Garman [124] 2023 FOCI Current censorship in 70 coun-

tries
- -

Hall et al. [82] 2023 IRTF RFC Internet censorship methods - -
Wrana et al. [205] 2025 PETS Future Internet architectures ( ) -
This Paper - 2025 - Censorship and its measure-

ment

Table 2: Comparison of Network Protocol-based Techniques Covered by Existing Surveys. (Checkmarks in brackets indicate that the topic is
partially addressed but not fully surveyed. This case appeared mostly when papers had a different focus, such as performing a cross-country
analysis.)

General Aspects Censorship Meth./Countermeasures Measurement Meth.
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Subramanian [182] - - - - - - - - - - - - - - - - - - - - - - -
Aceto and Pescapé [2] - - - - ( ) - - ( ) ( ) ( )

Tschantz et al. [190] - ( ) - - ( ) - - - - - - - - - - -
Mazurczyk et al. [128] - - - ( ) - - - - - - - - - - - - -

Khattak et al. [103] - - ( ) - ( ) ( ) ( ) ( ) - ( ) ( ) - - - - - - - - - - -
Zittrain et al. [213] - - - - - - - ( ) - - - - - - - - - - ( ) - - - -

Niaki et al. [140] - - ( ) - - ( ) ( ) - - - - - - - - - - -
Ververis et al. [192] - - - - - - - - - - - - - - - - - - - - - - -

Karunanayake et al. [101] 1y ( ) - - ( ) - ( ) ( ) - - - - - - - - - - - - - -
Master and Garman [124] 3y ( ) ( ) ( ) ( ) ( ) - ( ) ( ) ( ) ( ) - - - - - - - - - - - -

Hall et al. [82] 3y ( ) ( ) ( ) ( ) ( ) - - - - - - - - - - -
Wrana et al. [205] - ( ) - ( ) - ( ) - - ( ) ( ) - - - - - - - - - - - -
This Paper -

relevant measurement aspects) and papers on entirely dif-
ferent topics that matched our keywords. In addition, we
performed a snowballing procedure with all survey papers
that we found as well as with papers cited at least 50 times
according to WoS to detect additional relevant works that
could be included. Moreover, we manually scanned Google
Scholar for relevant yet dated papers that appeared before
2010 so that we were able to put current techniques into
historic context. All papers were read, and a team dis-
cussion was held to decide on the exclusion of border-case
papers. Thankfully, the Reviewers pointed us towards a
small number of papers that had not been found by our
methodology, such as RFC 9505 [82]. These papers had
been included in the present version of the work.

4. Fundamentals

During the years, Internet censorship has developed its
own jargon and also started a vivid research area overlap-
ping across several disciplines (e.g., privacy, network secu-
rity and traffic engineering). In the following, we present
the basic terminology as well as the capabilities of a censor
organized within a suitable taxonomy.

4.1. Basic Terminology
Aceto and Pescapé refer to Internet censorship as

the intentional impairing or blocking of access to online re-
sources and services [2]. They further define censorship
circumvention as the process of nullifying the censoring
action, i.e., accessing the unmodified target – or an equiv-
alent copy – despite the presence of a censoring system. In
this context, the target is an online resource or service.

3

                  



1. Paper Identification
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Figure 1: Paper selection methodology

The target can refer to nodes/endpoints, sites/URLs, pro-
tocols and other information that is required for a user to
access it, while the altered experience of end-users when
accessing a target is called a symptom [2].

Note that while Internet censorship, in a broader sense,
also covers governmental/authority actions that moderate
or remove content, we focus on pure network-level censor-
ship and thus exclude political aspects of Internet censor-
ship. However, we highlight relevant human aspects at the
end of the paper.

Censorship can also be described by Simmons’ Prison-
ers’ Problem [181]. In this setting, Alice and Bob are pris-
oners, located in isolated cells. The only way they can ex-
change messages is through the warden. The warden can
read and manipulate/drop these messages. The goal of Al-
ice and Bob is to communicate by handing slightly manip-
ulated messages to the warden. The manipulations repre-
sent secret information. The warden delivers these benign-
looking messages while not recognizing their embedded se-
cret message. In a censorship setting, Alice would aim to
access a target (Bob) while the censor (the warden) in-
fluences that access. The term warden is widely used for
censoring actions but also for adversaries and countermea-
sures that target censorship circumvention.

Hall et al. split the censorship process into three stages:
prescription, identification, and interference [82] that cor-
respond to the phases in which censors determine the tar-
gets they want to block, how they detect if users try ac-
cessing such targets, and how they handle access attempts
to these targets, respectively. Following Aceto et al., cen-
sorship can also be split into client-, server-, network-side
and self-censorship [2]. Client-side censorship refers to

Censored Network

Censored Network

Unfiltered flow

(a) censor acts within its own network
      infrastructure

(b) censor acts upon flows reaching systems residing
     outside (or flows originating from outside systems)

Censoring 
Device

Censoring 
Device

Flow influenced by censor

Figure 2: A censor’s fundamental influence on communication be-
tween nodes

censorship actions performed on the network user’s client,
e.g., by means of a keyword filter or a personal firewall that
blocks access to targets. Instead of such additional soft-
ware components, censors can also offer replacements
for popular tools, such as an own instant messaging or
video conferencing tool with censorship functionalities al-
ready built-in. In contrast, server-side censorship is in-
tegrated into a (target’s) server or applied to it. A techni-
cal example is a server-internal source address filter that
prohibit access to selected resources for national users.
Network-side censorship operates as part of the routing
infrastructure. For instance, a censor could drop network
packets that aim to reach undesired destinations. Sim-
ilarly, undesired flows can be slowed down or redirected
to monitoring networks. Finally, one form of censorship
is self-censorship. In such a case, a user self-restrict[s
his/her] possibilities of the expression due to fear of pun-
ishment, retaliation, or other negative consequences [2]. It
is important to note, however, that self-censorship should
be understood as a behavioral reaction to existing (per-
ceived) censorship and surveillance, not as an intentional
strategy imposed by censors. At the same time, it rein-
forces and extends the reach of censorship by amplifying
its effects.

4.2. General Capabilities of a Censor
The capabilities of censors reportedly vary [103]. In

general, a censor can both influence the communication
within its own network infrastructure (Fig. 2(a)) or the
communication to and from external nodes with internal
ones (Fig. 2(b)). Note that the device that separates the
censored from the public network is called the network
perimeter, and its filtering actions perimeter filtering
[199].

Khattak et al. describe a censor in an abstract model
that (i) classifies traffic to detect flows that are relevant for
blocking attempts; (ii) contains a cost function that con-
siders collateral damage to a potential censorship action;
and (iii) a decision function for determining the censorship
action to be taken under consideration of outputs from the
classifier and the cost function [103].

In general, a censor can perform four types of funda-
mental censoring actions [2, 128, 82]:
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Censorship 
System 

(a.k.a. Warden)

Surveillance 
Localization 

(Passive 
Warden)

Censoring 
Localization 

(Active Warden)

Localization

in-line/off-
path

Centralized/ 
Distributed

Behavior

State keeping Stateful/ 
Stateless

Censorship 
Consistency

Static/ 
Dynamic

Resources

Small/medium 
sized system

Large / state-
sized system

Client-local/ 
Intermediate 

node(s) / 
server-side

Single-/ Multi-
stage

User-
recognizability

Overt/ 
Covert

Figure 3: High-level censorship system taxonomy

1. eliminate the target’s content (e.g., taking down a
particular website), which is usually caused by an
administrative order.

2. prevent access to a non-eliminated target (e.g.,
blocking access to a host or the resolution of related
DNS records, blocking VPN protocols and circum-
vention tools used to bypass filters, deactivating In-
ternet access in a whole region etc.).

3. limit the communication with a target (e.g., slowing
down a live stream of a protest), this is sometimes
called soft blocking.

4. monitor (fingerprint) behavior and identify end-
users by passive or active means (e.g., plain eaves-
dropping, redirecting traffic through analytical net-
works, or injecting a Trojan that leaks monitored
data).

Taxonomy of censorship methods. Censorship actions can
be categorized in a more fine-grained manner. For this
purpose, we reviewed and merged both, literature on cen-
sorship methodology [2, 93] and on network information
hiding [127, 128]. Such a merge turned out to be effective,
especially due to the overlap between the two research ar-
eas. The resulting taxonomy is shown in Fig. 3.

First of all, we categorize censorship systems based on
their (known) censoring resources. The fact that re-
sources are a key issue for censors (and other complex
filtering systems) was mentioned by several papers, e.g.,
[2, 127, 206]. Censorship systems can either be small (e.g.,
a SME, a single NGO, a local government) or large/state-
level (including regional/national governments). This as-
pect is driven by the proposal of Houmansadr et al. to
distinguish between local, state-level oblivious and state-
level omniscient censors [93], which was also adapted to
the case of network information hiding in [127]. Note that
state-level oblivious and omniscient censors differ in terms

of their resources (the latter can aggregate data collected at
different network locations and store all intercepted traffic
for offline, computationally expensive analysis [93]). How-
ever, for our high-level view, it is enough to distinguish
between the two cases mentioned above. Further, these
two types of censor resource categories can employ single-
stage or a multi-stage censoring (where a first-stage
performs quick and superficial flow analysis and follow-up
stages perform analyses in depth) [82, 199, 93].

While Aceto and Pescapé already include localiza-
tion aspects, such as symptoms and triggers, the rele-
vant generic aspects are the surveillance location (in the
sense of technical monitoring) and the censoring location
of the censorship system. Both can be either in-line/in-
path/on-path (some authors differentiate between in-
path and on-path, depending on the possibility of the
censor to modify packets or passively monitoring them
[197]) or off-line/off-path [82],[140, 99]. However, we
extended the categorization with ideas of Mazurczyk et
al. [127], where they differentiate between centralized
and distributed systems. They further differentiate be-
tween localhost/intermediate node and network systems,
which we merged with Aceto and Pescapés differentiation
of client-side, server-side and network-side censorship, so
that we finally have the options client-local, intermedi-
ate node(s) and server-side.

Regarding the behavior of the censorship system, most
works (e.g., [2, 82, 197]) differentiate the state-keeping
functionality (either stateless or stateful). However, only
few works explicitly considered different “consistencies”
(or: “dynamics”) [127, 197]. In this category, censorship
can either be static (i.e., the behavior of the censorship
system remains (mostly) unchanged over time) or dynamic
(the behavior of the censorship system changes over time,
e.g., to increase uncertainty of circumventing tool users or
to rapidly adjust to new circumvention trends).

Finally, following Niaki et al. [140], censorship systems
can operate in an overt way, i.e., they inform the user that
censorship is happening, for instance through a blocking
web page, or covertly, i.e., causing misleading errors so
that the user does not recognize that censorship happens.
Accordingly, we call this category user-recognizability.

Censorship Costs. Censorship is linked to certain (poten-
tial) costs, of which we identified three major categories:

1. Blocking and limitation techniques are often based
on heuristics. Such heuristics are never “perfect” and
might cause undesired side effects, e.g., due to im-
perfect regular expressions used in a filter. More-
over, there is an imperfect target collection proce-
dure (e.g., incomplete or outdated list of IP address
/websites to block). The two costs (side effects) are
(i) preventing Internet access to targets not meant
to be blocked (overblocking due to false-positives),
and (ii) not covering all desired targets (underblock-
ing due to false-negatives) [124, 132, 190, 199]. A
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special form of overblocking called censorship leakage
occurs when international traffic transits through a
country but is unintentionally influenced by that coun-
try’s censorship [117].

2. Monitoring/blocking flows and limiting throughput
results in resource costs (equipment, staff, invest-
ments and operational costs) [204, 199, 190]. For this
reason, a censor might not be able to run heuristics
and blocking attempts on every packet or flow that
passes through its network infrastructure [93, 138,
70, 132]. Thus, there are often at least two-stages of
blocking: a non-detailed level with quick heuristics
that are able to check many flows/packets. More in-
teresting flows are then analyzed in-depth by more
costly means, e.g., caching flows and conduct expen-
sive post-analysis [93, 199]. Blocking all traffic (or a
large fraction), e.g., during the Arab Spring, is often
not considered attractive for the censor although was
practically applied [132, 199]. A study performed in
2023 has shown that total Internet shutdown is still
applied in several countries [124].

3. Censorship measures decrease the reputation of
an entity acting as a censor, as well as the trust in
it.

5. Network-level Censorship Techniques

A censor can select censorship techniques that target
the users, hardware, software, or the network. For in-
stance, country-level “real name” policies [2] can foster
self-censorship. Hardware delivered to end-users could be
manipulated or replaced before it reaches the customer.
Moreover, a software manipulation can be realized by de-
ploying a backdoor in its code.

In contrast to these methods, we focus on network -
level censorship targeting the Internet, transport and ap-
plication layers. In the network context, a censor could
interrupt, redirect, alter, or record a node’s transmission
to specific destinations, e.g., through the physical manipu-
lation of cables [124]. Most methods focus on the network
level protocols above the physical and data link layers.
This is why we survey censorship techniques residing on
the Internet layer or above. After introducing the various
censorship techniques, we also explain their limitations.

5.1. IPv4/IPv6-based Methodology
One of the most fundamental methods for Internet cen-

sorship is discarding IPv4/IPv6 packets destined to an
undesired target [2, 103]. The target can reside outside the
censor’s network (such attempts have been made early on,
see, e.g., [11]). Moreover, the censor can prevent commu-
nication of selected nodes within its network (e.g., nodes
of a group of journalists and their chat service node). The
censor can also re-route such packets through an analy-
sis network for further inspection. This can be achieved
through altered routing tables on a router or by sending

ICMP redirect messages (ICMPv4 type 5 / ICMPv6 type
137). However, ICMP redirects are often ignored by hosts
who receive these messages due to security reasons.

A censor can also introduce a disruptive ICMPv4
or ICMPv6 error response, e.g., ICMPv4 type 3 or
ICMPv6 type 1 (destination unreachable) with desired code
options (network / host / port unreachable, destination
network unknown, or communication administratively pro-
hibited), or ICMPv4 type 11 / ICMPv6 type 3 (time ex-
ceeded), even if the packet would actually reach its des-
tination [165, 2]. Finally, the censor can decrease the
Quality of Service (QoS) for selected flows between
sources and targets, which can be done by increasing packet
loss, delays, or jitter as well as by reducing the bandwidth
[2, 165, 103, 82].

5.2. Routing Protocol-based Methodology
Routing-based censorship techniques focus almost ex-

clusively on the Border Gateway Protocol (BGP), which is
the major routing protocol in the modern Internet. BGP
routers exchange information about how they reach desti-
nation networks, taking care of the routing at large, i.e.,
between Autonomous Systems (AS) [42]. Therefore, BGP
routers propagate prefixes (network identifier with a net-
work mask) jointly with distance information.

Censorship methods for BGP have been summarized
already by Aceto et al. [2]. The first method is to let
a country’s ASes disappear from the Internet by pre-
venting the propagation of BGP updates, with users ex-
periencing ICMP network unreachable errors. A second
method is prefix hijacking [15, 103, 42, 2]. Traffic that
should be directed towards an AS B is redirected to an
AS C instead—through false propagation of a prefix not
owned by the censor [15, 42]. A censor would need to
propagate a short path for the hijacked prefix, as this in-
creases the chances for neighbor routers to consider the
route to C [42]. This allows for blackhole attacks so
that a censor renders specific destinations unreachable for
end-users [2]. Alternatively, a censor might transparently
redirect traffic through its own AS C for inspection,
and finally forwards the traffic to B so that users barely
notice any alterations or delay [15, 42]. Users could ex-
perience time exceeded errors if redirected routing paths
are too long [2]. While such blackholing and interception
attacks can appear between ASes, a regional censor might
also apply censoring methods on regional or even local
routing environments, potentially even those running the
Open Shortest Path First (OSPF) protocol.

5.3. UDP-, TCP- and QUIC-based Methodology
UDP- and TCP-based censorship techniques are of-

ten applied in the form of port filtering, and usually
combined with specific IP addresses, forming tuples, such
as (client IP, client port, server IP, server port) that are
(temporarily) blocked [124]. As in the case of other pro-
tocols, eavesdropping and consecutive traffic anal-
ysis can also be conducted on the transport layer, e.g.,
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to fingerprint the type of end-user device or the involved
application-layer tool through packet sizes or other meta-
data. Alternatively, undesired flows can also be throt-
tled, e.g., by dropping selected UDP datagrams or de-
laying TCP acknowledgment segments on a router that
is located on the path between end-user and target. Fur-
ther, hijacking of transport-layer flows can happen at the
start of a flow/connection or later, e.g., during or right
after a TCP handshake was completed or in the middle
of a download when some keywords were detected in the
payload. Undesired datagrams and segments can be dis-
carded and connections terminated (e.g., injecting spoofed
TCP segments with active RST or FIN flags to terminate/-
close connections) [2, 165, 103]. Elmenhorst et al. report
blackholing against QUIC connections that interrupt the
handshake [60]. The resulting symptom for an end-user
depends on the time of tampering. For instance, dropping
packets during the TCP connection establishment/QUIC
handshake phase lets the service appear unavailable (e.g.,
causing a timeout) [60] but dropping packets in the middle
of a file download would let the connection appear unsta-
ble.

5.4. DNS-based Methodology
Censors can modify DNS servers as well as DNS entries

(called resource records) in multiple ways. The most rel-
evant types of resource records for censors are typically A
(provides the IPv4 address of a hostname) and AAAA (pro-
vides the IPv6 address of a hostname). According to Aceto
et al. and Khattak et al., resource records of a censor-
controlled DNS server can be influenced in several ways:
(i) resource record removal (technical deletion from the
DNS zone database) or pretended in-existence (sending
an NXDOMAIN response), even if the resource record could
be fetched from an external authoritative DNS server (that
is explicitly not contacted by the censor’s DNS server), (ii)
response alteration: resource record’s resolution can be
modified so that it refers to an IP address that provides
a “block page” or an “error page” (from an end-user per-
spective, only the content of the provided website differs),
(iii) returning a “failing IP” , e.g., a non-routable in-
house IP address, and (iv) returning a network-level
surveillance system’s IP address to further investigate
traffic of clients [2, 103]. Such a surveillance system can
also act as a transparent proxy that forwards all traffic to
a client’s desired destination (and vice versa) but records
and/or modifies inspected traffic.

If the censor has no direct control of the DNS server
but has enough visibility over DNS requests, it can also at-
tempt a DNS injection attacks on the side [2, 99]. In
this case, when the censor notices a DNS request sent from
a client’s resolver to a DNS server, it might reply faster
than the uncensored DNS server, especially if that server
needs to forward the query to DNS root or TLD servers
[2]. The client would accept the quickest response, result-
ing in the adoption of the fake record. Such an attack has
been reported as being part of China’s UDP-based DNS

filtering, where forged responses for censored domains are
injected before the legitimate ones arrive [89]. Finally, in
case a DNS transfer is conducted through TCP (e.g., be-
cause it exceeds the maximum allowed size of UDP-based
DNS packets), an on-path censor could also inject TCP
RST segments [99].

5.5. HTTP-based Methodology and Web-content Filtering
HTTP-based filtering was reported to be the most de-

tected censorship mechanism in an analysis by Master and
Garman published in 2023 [124].

When the censor controls the target, it can process
header and payload filtering, i.e., block packets of con-
nections that contain undesired keywords/content, such as
Host: parameters [82]. In case of unencrypted HTTP
connections, the censor has multiple options: if the censor
has control over the server, it can influence the trans-
fer of content hosted at the server (e.g., modify the
HTML content during transmission [103]), it can also al-
ter the behavior of the server, and it can record the
exchanged traffic between client and server for further
analysis. In case of behavioral alternations, the censor can
return a 30x HTTP response code that represents a redi-
rect [2], i.e., the client is redirected to some error page,
blocking page or a fake copy of a website where the client is
brought in direct contact with the analysis backend. The
censor can also pretend that a website does not exist
or that access to the website is forbidden (response
codes 404 and 403, respectively) [2, 103]. Further, the
censor could pretend that there is an internal server
error (response code 500).
Instead, if the censor has no control of the target server but
is located on a gateway between the client and the server,
it can eavesdrop/monitor the connection and can influ-
ence the content of HTTP connections by injecting fake
response codes as described before. This also works if
the end user uses circumvention sites (i.e., non-blocked
websites that display bridge targets as proxies [18]). How-
ever, the injection needs to be conducted in a just-in-time
fashion so that the faked server response arrives before the
server’s original response. To this end, the censor’s gate-
way could handle the whole handshake with the client and
pretend to be the server while the original packets are not
forwarded to the server, at all. An alternative scenario
mentioned by Aceto and Pescapé [2] is one in which the
censor installs a transparent proxy on the path between
the client and the server. This provides the advantage that
a server’s responses never directly reach the client.

Finally, a censor could redirect a user through a Man-
on-the-Side (MotS) attack that was revealed to be used
by the NSA [208]. The attack itself has been known since
1985 and is carried out on the HTTP and TCP levels
jointly. The goal is to redirect a user who aims to visit
a target website to a censor-controlled website where the
user’s browser is tricked to download a drive-by-exploit
that infects the user with malware. The core idea is that
the censor replies quicker to the user’s HTTP packets than
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Figure 4: Man-on-the-Side (MotS) attack. The client (i) initiates
an HTTP request to the legitimate server. The censor intercepts
the traffic and (ii) injects a TCP segment containing a redirect to a
malicious server. The client’s original request may reach the server,
and the server will respond. However, the censor’s response arrives
earlier and is thus considered a duplicate by the client and discarded.
The client then connects (iii) to the malicious server, which (iv)
provides censored content and/or delivers malware.

the actual target, which requires the censor to inject a
TCP segment. The original reply of the target arrives
later than the injected one, and is thus considered a du-
plicate and discarded by the client. The injected segment
contains the source address of the server and is destined
to the IP of the client; it contains a redirect to the website
of the attacking censor. The hosted replica is optically in-
distinguishable from the original target. Fig. 4 illustrates
this process.

In addition to HTTP, HTTPS censorship has been dis-
covered more often in recent years, probably rooted in the
fact that the majority of HTTP traffic is now TLS en-
crypted [124]. When HTTPS is used, a censor can still
perform a set of actions: (i) it can render HTTPS con-
nections to undesired targets unattractive by dropping
randomly selected packets or disrupting connec-
tion establishment through TCP RST packets [189]; (ii)
it can try to gain access to encrypted communica-
tion [189] as discussed in Sect. 5.7. The above-mentioned
MotS attack could also be conducted in case of HTTPS
if the censor injects its TCP packet early during the con-
nection establishment phase (the initial TCP SYN packet
is still unencrypted, and the censor could spoof the whole
TCP handshake and then the first packet that contains
the redirect).

Censorship can also be conducted in a user-tailored
manner, where users are first tracked and then handled
individually. An important scenario refers to the adoption
of the HTTP Strict Transport Security (HSTS) protocol.
So-called HSTS supercookies can be used for censor-
triggered tracking attempts [51, 184]. In HSTS, websites
let a browser store a unique HSTS bit that the browser
transmits to a website during future visits. For creating a
supercookie, websites can further include (invisible) sub-
components of other websites that also store such HSTS

bits, combining the unique value stored in the browser that
can later on be used by the censor to identify the client
while browsing.

5.6. Other Application-layer Protocols and Platforms
A censor’s actions on this level are related to traffic,

user accounts, and content. To allow for a better under-
standing, we decided to include selected non-purely tech-
nical aspects that provide a slightly broader view in this
subsection.

Keyword Filtering. Like in case of HTTP and DNS, all un-
encrypted communication (including e-mail message bod-
ies transferred via SMTP, IMAP or POP3, chat content
or FTP filenames and payload [124]) can be analyzed by
content filters (keywords or other forms of content and
hash values [124, 82]). For instance, unencrypted commu-
nications have been censored early on [11]. Traffic match-
ing such filters can be blocked or redirected to moni-
toring networks.

AI-driven payload analysis is increasingly being de-
ployed to enhance simple filter heuristics, enabling senti-
ment analysis and image detection within communications
[40]. For example, AI can now analyze chat logs for nu-
anced critiques or automatically detect images associated
with protest movements. This allows censors to move be-
yond explicit keywords and suppress a broader range of
dissenting communications.

Blocking and Throttling. Some popular services are also
blocked with crude heuristics. For instance, Telegram was
censored by blocking large sets of IP addresses as-
sociated with nodes responsible for providing the required
computing, network, and storage resources. As a result,
Telegram users applied several methods, including obfus-
cation as well as IP hopping so that IP addresses change
quickly, which requires blocking IP addresses with massive
collateral damage [62]. Another communication service
(Twitter, now X) was reportedly subject to throttling,
and a censor identified Twitter-usage through the Server
Name Indication of TLS (see Sect. 5.7) when related do-
mains were identified, e.g., twimg.com, twitter.com and
t.co, [211].

Access Revocation and Content Deletion by Authorities.
Another early attempt that can still be found in today’s
Internet censorship is deleting anonymous posts, perform-
ing or revoking access to Usenet, e-mail or FTP [11] or
other online services, which are technical actions ordered
by authorities. A related strategy of censors is to delete
or modify content (videos, textual content, e-mails) of
online platforms or servers if under their own management
or request such removals from operating companies. With
the rise of online gaming platforms such as Steam or PSN,
they have become targets for censorship, too. Some of
these censorship systems are in place to prevent addiction
to online gaming platforms, while other censorship systems
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aim to limit the exchange of political statements. In such
settings, censorship is conducted based on age entries and
IP address blocking [65]. If undesired messages are de-
tected, the censor could also pretend that a message
was delivered but actually delete it.

Replacement of Tools. Despite not being directly target-
ing the network layer, this censorship approach allows to
perform a direct control over the resulting traffic. Specif-
ically, a censor can interfere with both the development
process or the distribution stage of a specific tool, in order
to produce “censored” versions. In case of popular video
and text chat services, a censor could block access to the
particular original tools (e.g., their download sites) and
offer replacement tools with censorship functionality
already built in. This was done for TOM-Skype (Chinese
clone of the discontinued Skype audio-video chat tool) and
the instant messenger SinaUC [1, 2]. The Chinese e-mail
and chat platforms QQMail and WeChat conduct censor-
ship based on keywords and keyword combinations [109].
In addition, the LINE chat tool, the microblogging plat-
form Sina Weibo and live streaming platforms YY, 9158,
SinaShow and GuaGua as well as Chinese online games
face censorship [110, 108].

5.7. TLS-based Methodology
The majority of modern operating systems already pro-

vide a list of certificates signed by a trusted Certificate Au-
thority (CA), rendering attacks on TLS-based communi-
cations challenging, especially unnoticed ones as browsers
and other tools inform users about certificates that have
not been signed by a trusted CA. For this reason, a censor
would need to deploy its own certificate, e.g., for a web-
sites’ replica on the client. This can be done through mal-
ware, but is not easy to accomplish. Through DNS cache
poisoning, the client could then be redirected to the replica
site hosted on a server with an IP address that is owned by
the censor, and the faked certificate for the website must
be used by the client at this point. Without DNS cache
poisoning, the censor could still try to trick the user to visit
a replica site using a domain containing homoglyphs, i.e.,
a domain name with characters that look like the ones of
the original website (e.g. target-website.xyz) but con-
tain letters that are drawn from another alphabet, e.g.,
replacing a Latin e with a Greek ϵ: target-wεbsite.xyz.

In case of a man-in-the-middle (MitM) scenario, the
censor could also conduct a STRIPTLS attack (also
known as STARTTLS stripping attack and STARTTLS
downgrade attack) in which the censor removes the START-
TLS command from packets so that the TLS handshake is
not initiated [122]. Alternatively, the censor could apply a
downgrade attack during the TLS handshake so that the
client believes that the server only supports an outdated
TLS/SSL version and/or less secure ciphers. However,
the options for cipher suite downgrades are limited since
TLS/1.3 only allows the selection of five up-to-date ci-
phers: four based on AES 128/256 using GCM/CCM and

SHA256/SHA384 as well as one using CHACHA20_POLY-
1305_SHA256) [168].

Further, a censor can determine the virtual hostname
of the server if the server name indication (SNI) exten-
sion is used by the client [124, 39, 98, 211, 99, 82]. While
the encrypted virtual hostname is sent to the HTTPS
server using a Host string during the HTTP request, the
SNI is transmitted earlier during the TLS ClientHello mes-
sage and tells the server the desired virtual hostname in
plaintext. The purpose of SNI is that the server can se-
lect the correct certificate of that virtual host [58] which
is then used for encrypting the following HTTP request.

There is also an Encrypted SNI (ESNI). ESNI is
available since TLS/1.3. As the established TLS chan-
nel cannot be used to encrypt the SNI (this would re-
quire to first exchange keys but they will be exchanged
with succeeding packets, resulting in a chicken or the egg
dilemma), one needs to employ a separate channel for ex-
changing a secret used to encrypt the SNI. ESNI works
as follows [169, 39]: The administrator of the web server
must publish a public key for the particular domain on a
DNS server (typically in the form of a TXT record). The
client fetches that key before connecting to the web server.
The client uses the ESNI (instead of SNI) extension in the
ClientHello message to encrypt the SNI with a symmet-
ric key derived from the server’s public key and a key se-
lected by the client through a hybrid public key encryption
(HPKE) as defined in RFC 9180 [17]. However, a censor
can still block connections that contain the ESNI extension
in the ClientHello message (although the censor would act
blindly, i.e., not knowing the particular domain that was
requested). It could also reduce the QoS of the con-
nection. Moreover, the censor could also first spoof the
target’s DNS key entry and act as a MitM attacker
between client and server. Further security considerations
on ESNI can be found in [169].

Finally, for TLS versions before 1.3, censors can deter-
mine the target through the certificate transferred as part
of the server’s response to a ClientHello message [82].

5.8. Multi-stage Censorship with Active Probing
As mentioned in Sect. 4.2, censorship is sometimes re-

alized in a multi-stage fashion, in which the first stage
is a performance-optimized stage that allows for scanning
a massive amount of traffic in real-time. Flows demand-
ing further inspection are then redirected into a second
(or further) stages. Fig. 5 visualizes the concept. For in-
stance, Aceto and Pescapé, reported that HTTP can be
censored/monitored in a second stage dedicated to filter-
ing [2]. In such a setup, the first stage redirects the client
to a fake HTTP proxy using either DNS hijacking (client
requests a blacklisted IP of a webserver) or BGP hijacking
(client sends a packet to a blacklisted destination, port 80
or 8080).

However, by using only passive observations, a censor
cannot necessarily state if a client is talking to a “benign”
node or to a circumvention proxy (e.g., a Tor bridge or a
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Figure 5: Multi-stage censorship: The first stage censoring device (i)
conducts a high-level censorship decision (D) to either allow, block or
forward the flow to a second stage censoring device (ii) for in-depth
analysis.

VPN endpoint). To this aim, active probing refers to at-
tempts that involve an active interaction with such nodes
to infer information about the services they run [66]. Ac-
tive probing also provides a link to related research disci-
plines: a similarity of active probing and network informa-
tion hiding methods is that an adversary (censor) tries to
infer (and optionally influence) the covert communication
protocol (e.g., a proxy protocol or a covert channel pro-
tocol) [128], which optimally leads to gained information
about involved parties and the content or type of commu-
nication.

In general, censors utilize a second-stage infrastructure
for such probing approaches. Fifield highlights that active
probing is linked to certain benefits for a censor [66]: (i)
probing can be conducted asynchronously (time-delayed)
to trigger observations, and (ii) the risk of false-positive
classification (and consequential blocking) must be consid-
ered a collateral damage, but the overall blocking precision
is improved by active probing. During active probing, a
censor sends different types of probe requests, depending
on the protocol. For instance, a censor could send tailored
HTTP requests to a node that is suspected to be a HTTP
proxy.

Case Study. China developed one of the most sophisti-
cated monitoring and censorship systems in the world [215].
Reportedly, the Great Firewall (GFW) utilized active prob-
ing mechanisms already in 2010 by initiating own connec-
tions to remote nodes to infer if they provide proxy-related
functionalities [66]. In [206], Wu et al. characterize the
GFW when used to block websites and filter contents [12].
As fully encrypted protocols are critical for censorship cir-
cumvention, the GFW aims to detect and block this type
of traffic.

The GFW operates using crude heuristics to exempt
traffic that is unlikely to be fully encrypted, and then
blocks the remaining non-exempted traffic in real time
[206, 167]. The censorship system includes both passive
and active components that function independently. For
passive censorship, the GFW is capable of performing purely
passive detection, traffic analysis, and real-time blocking

of fully encrypted traffic. In parallel, the GFW employs
active probing as part of its active censorship. Both active
and passive censorship are based on efficient and largely
identical heuristics, with active censorship having addi-
tional packet length rules. Specifically, the GFW only
probed experimenter’s connections with 200-byte random
data, but not with 2- or 50-byte random data [206].

There are five specific rules that the GFW employs
to exempt non-encrypted traffic from being blocked [206]:
The first exemption rule (Ex 1) measures the entropy of
traffic packets by counting the set bits (popcount). If a
bit string fall between 3.4 and 4.6 bits per byte, the traffic
will be blocked because it appears too similar to random-
ized data, which is characteristic of encrypted traffic. Ex
2 exempts traffic from blocking if the first 6 bytes of the
connection fall within the printable ASCII range. Ex 3 ex-
empts traffic if more than half of all bytes in the first packet
fall within the printable ASCII range. Ex 4 exempts traffic
if there are more than 20 contiguous bytes that are print-
able. Ex 5 exempts two popular protocols, TLS (as long
as the first three bytes of the connection match the TLS
ClientHello message) and HTTP (at least for the HTTP
methods GET, PUT, POST, and HEAD), as the GFW is able to
infer these protocols from the first 3-6 bytes of the client’s
packet. Lange et al. figured out that China does not block
any unencrypted HTTP/2 traffic [113].

The GFW can block traffic on all ports. It conducts
residual censorship [24, 39, 197], meaning that the same
3-tuple (client IP, server IP, server port) will be blocked
for 120 or 180 seconds, and the timer does not get re-
set during this period.1 The GFW limits the number of
connections it blocks residually, resulting in shorter block-
ing times when several connections are blocked in parallel.
However, residual censorship makes it difficult for a proxy
user to successfully connect once detected, as all involved
connections between client and proxy are affected [206].

The goals of the blocking strategies deployed by the
GFW are to mitigate false positives and reduce operational
costs. This is mainly achieved by 1) only blocking specific
IP ranges, such as those of popular data centers that of-
fer proxy connections (affected IP ranges), and 2) using a
probabilistic blocking strategy that blocks only 26% of the
affected IP ranges [206]. This approach results in a lower
true positive rate but also reduces false positives.

5.9. Limitations of Censorship Techniques
The presented censorship techniques are also charac-

terized by a wide range of limitations. In the following,
we review and discuss them. Tab. 3 summarizes the main
limitations, organized on a per-layer basis.

IP-level. Aceto and Pescapé point out that an IP-level
filter must be located on the path between client and

1Another form of residual censorship is long-lived residual censor-
ship that can be extended to 30 min and beyond [21].
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Table 3: Summary of censorship techniques’ limitations according to literature ( : relevant, G#: partially relevant, #: not relevant)
Censor Device

Location-
Dependence

Blocklist In-
completeness

Over-
blocking

Cryptographic
Hurdles

State-
holding

Notes

IPv4/v6    -  -

Routing  #  RPKI # -

TCP/UDP/
QUIC

G#   #  QUIC challenging to block

DNS G#  G# DNSSec, DNSCurve,
DoH, DoT

# -

HTTP(S) G#  G# Encrypted HTTPS
traffic

# HTTP smuggling, content
transformations (website

screenshots)

Other Appl.
Protocols

G#   TLS-based protocols G# Replacement tools costly
to develop

TLS G#   ECH, ESNI # -

Multistage
Censorship

G# # # #  Obfuscation is an issue

target, which is not necessarily the case for alternative
attempts [2], such as BGP-based hijacks (cf. Sect. 5.2).
They further mention the fact that IP filtering can result
in overblocking, e.g., when an IP of a virtual host that also
serves legitimate websites is blocked [2, 60].2 This is con-
firmed by Master and Garman in a 2023-study that has
shown a decline in IP blocking [124]. Master and Garman
mention three reasons for the decline: (i) blocklist main-
tenance of ephemeral IP addresses, (ii) collateral damage
when blocking a CDN’s IP range3, and (iii) deployment
of IPv6 with the resulting growth in addresses. One addi-
tional issue refers to resource limits when a high number of
fragmented packets arrive: when a censorship device tries
to reassemble a high number of packets of which only frag-
ments (IP packets with the MF flag set to ‘1’) have arrived,
a stateholding problem [83] arises.

Routing. BGP-based traffic interception became more chal-
lenging in recent years, especially due to the implementa-
tion of Resource PKI (RPKI) which prevents some hijack-
ing methods [42]. While RPKI prevents attackers from
announcing a targeted IP prefix as an origin, it is still
possible for an attacker to maliciously announce a short
AS-path through themselves towards the actual origin AS.
Further, detection of BGP hijacks has been studied ex-
tensively [15, 42]. Master and Garman found in a 2023
study [124] that among 70 analyzed countries, BGP-based
censorship was the least utilized among eight selected cen-
soring methods. They believe that this might be linked
to the fact that BGP announcements impact the routing
of several more BGP routers outside the censor’s AS. As
highlighted by Al-Musawi et al. [5], even sophisticated

2Cf. Sect.5.7 on censoring virtual hosts while TLS is used.
3For instance, Wu et al. were able to determine collateral damage

of 0.6% of all connections for China’s filter rules [206].

BGP analysis may not reveal the complete picture of cen-
sorship evasion, necessitating the integration of additional
data sources such as IP geolocation and shutdown records.

UDP/TCP/QUIC. Maintaining a port blocking list is dif-
ficult as targets can change their assigned ports over time
and can be coupled to ephemeral IP addresses (see Sect. 5.1).
Further, due to resource limits, there is a state-holding
problem (like with any other stateful filter devices, such
as traffic normalizers [83]), i.e., censor devices cannot keep
track of an unlimited number of TCP connections’ states.
Resource limits in terms of computing power and memory
also limit how the censor is capable of handling inconsis-
tent TCP retransmissions [83] (i.e., when a filtering device
observes retransmissions of segments with different pay-
loads which can be challenging when fragments are to be
re-assembled for further analysis). A minor issue is the
cold-start problem, i.e., the evaluation of already exist-
ing connections after bootstrapping the normalizer [83].
While UDP- and TCP-based blocking attempts are pretty
common, blocking methods for QUIC are partially in their
infancy. Elmenhorst et al. mention in a 2021-study that
QUIC is not necessarily considered by some censors due
to its novelty [60]. However, the authors expect a growing
trend in QUIC blocking.

DNS. As with IP blocklists, maintaining DNS blocklists
faces the problem of incompleteness and outdated entries.
Moreover, manipulating DNS is more challenging when
DNSSec or DNSCurve are used, as responses are signed
by an authoritative server and thus can be verified for cor-
rectness by a client. As a result, injecting a faked response
is not directly feasible for a censor [2] as the censor usually
does not own the private key of that particular DNS server.
However, a censor might still block packets directed to a
particular DNS server [2] (DNSCurve can encrypt DNS re-
quests, so the censor can only drop such packets blindly).
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When DNS over HTTP (DoH) and DNS over TLS (DoT)
are used, the packets between the client and the resolver
are secured, but not necessarily the packets between the
resolver and the queued nameserver(s), allowing DNS ma-
nipulations between these systems at least for on-path sce-
narios [98].

HTTP/HTTPS. While censoring attacks on plain HTTP
are easy to accomplish and thus attractive to the censor,
several of the HTTPS-based attacks are more challenging
to realize (see Sect. 5.7) as deploying faked certificates re-
quires additional steps, and already established encrypted
connections cannot be decrypted by the censor. Further,
if circumvention sites (that provide proxy front-ends for
circumvention [18]) transfer blocked target websites in im-
age form (screenshots), their blockage becomes non-trivial
as keyword filtering cannot be applied anymore. Recent
work has also shown that censorship can be circumvented
through HTTP smuggling [135], where an HTTP request
is nested inside the payload of a surrounding HTTP re-
quest (the content-length refers to a larger request, but
the transfer encoding splits the nested from the surround-
ing request, and the censor is assumed to investigate only
the surrounding request).

Other Application Layer Protocols. Blocking attempts like
in the case of Telegram can easily bring larger collateral
damage with them. Blocking and limiting is also chal-
lenging as there is a plethora of censorship circumvention
methods available and since new online platforms appear
quickly, requiring adjustments of censorship methodology.
TLS-secured application-layer protocols need more effort
and face the TLS-related challenges (see Sect. 5.7). The
development of own (replacement) tools with built-in cen-
sorship is costly for the censor and only attractive to end-
users if the originals are either not accessible (blocked) or
the replacement tools are of similar quality.

TLS. Master and Garman mentioned that if an Encrypted
Client Hello (ECH) is used, SNI-based filtering can be ex-
pected to be eliminated [124]. However, ECH is still an
IETF draft [169] and may also introduce new censorship
challenges. For example, the censor can determine that
ECH is being used and, as such, they may choose to sim-
ply block all connections using ECH. Beyond ECH, an
attempt was made to at least encrypt the SNI itself with
Encrypted SNI (ESNI). ESNI censorship was analyzed by
Chai et al. in 2019, revealing indeed less blocked sites
as in case of using SNI. ESNI attacks are either blind or
more challenging (DNS poisoning combined with a MitM
transparent proxy).

Another limitation is domain fronting, where CDN-
based proxies are used to access the target but also several
legitimate websites, so that blocking such a proxy results
in unacceptable collateral damage [68, 66]. This is essen-
tially realized by constructing a TLS handshake that con-
tains an allowed SNI value, but the TLS-encrypted HTTP

request contains a Host value that indicates a forbidden
website to which traffic is finally routed [68, 82]. Xie et
al. consider this approach a network covert channel [209].
However, it would be imaginable that censors aim to enu-
merate the number of devices behind CDNs (attacks like
structure analysis [107] already allow counting QUIC de-
vices behind load balancers in real-world CDN settings)
to quantify the collateral damage and aid their decision-
making process. Finally, users might omit SNI values so
that censors cannot easily determine targets, while block-
ing such connections could lead to overblocking [82].

Multi-stage Censorship. Several methods have been im-
plemented to render active probing and other sophisticated
detection methods more challenging to a censor. One of
these methods is to apply domain fronting (Sect. 5.9). Do-
main fronting has been used for several circumvention sys-
tems, including Tor, Psiphon, and Lantern [66, 68].

Another approach to challenge active probing is to min-
imize indicators of circumvention traffic, e.g., by employ-
ing sophisticated covert channels (steganography methods)
that employ multiple hiding patterns sequentially or in
parallel, e.g., through temporal or spatial modulation [202,
126], as well as obfuscation extensions, such as the Tor
pluggable transport obfs4 [209]. For instance, one tempo-
ral modulation is to frequently change proxy addresses, as
realized by Snowflake [26, 66], which can be considered a
form of host-based scattering [126]. Another form is to em-
ploy multiple flows, protocols, and circumvention methods
simultaneously, like done by StegoTorus [199], hiding pat-
tern hopping [202], Turbo Tunnel [67] and Raceboat [193].
However, censors also adjusted their active probing meth-
ods to identify obfuscation modules such as obfs2 and
obfs3 [66].

6. Network-level Censorship Measurement

The previous section described censorship techniques.
We will now investigate how the presence of these censor-
ship techniques can be inferred, that is, detected or mea-
sured. Note that we neither discuss generic issues of Inter-
net measurement as they have been, for instance, discussed
by Paxson [156, 155], nor do we cover data analysis as-
pects, which are covered by standard textbooks, e.g., [47].
Instead, we will focus on the measurement of censorship-
specific artifacts.

6.1. Measuring IPv4/IPv6-based Censorship
Measurement of IP-based censorship in a device-agnostic

manner presents a significant challenge due to the inher-
ent diversity and dynamic nature of the censorship infras-
tructure. Censors employ a wide array of devices with
unique configurations and filtering mechanisms. In addi-
tion, the path between a client and a target server often
traverses multiple ISPs, transit providers, and Content De-
livery Networks (CDNs), making it difficult to pinpoint the
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exact location and nature of IP-based interference. For
this reason, IP-based censorship measurements often fo-
cus on specific devices or installations and their location
within a network [165]. As such, this section will discuss
several key approaches to measuring IP-based censorship,
including (i) reachability tests, (ii) QoS degradation mea-
surements, and (iii) techniques to identify the location of
censor devices within the network.

(i) Measuring Reachability The most fundamental
approach to determine the reachability of hosts is to con-
duct scans of IP ranges from within an AS that faces
censorship. For instance, a volunteer residing in such an
AS could send ICMPv4/v6 echo request packets either to
the hosts of a whole subnet or to a list of selected hosts on
the public Internet that are suspected to be blocked. The
sheer fact whether a valid ICMP echo reply was received
is an indicator of the reachability of an IP. However, such
trivial probes are often error-prone. First, sending a high
number of ICMP requests can trigger ICMP rate limiting
[166, 80], which is often used to mitigate the impact of DoS
attacks by suppressing ICMP response packets. ICMP rate
limiting requires an intermediate router to drop a fraction
of probe packets and requires the probe device to send
requests with a slow rate [80] and with a repetition of
packets, thus slowing down such scans. Second, the ap-
pearance of a high number of ICMP probe packets within
a short fraction of time can lead to a probe device’s IP be-
ing blocked residually. Detection of ICMP rate limitation
during measurements can be done by determining (ran-
domized) probe loss by comparing slow-rate test probes
with faster-rate test probes [80].

Liang et al. developed Pathfinder [115], which mea-
sures the reachability of websites but with a focus on rout-
ing paths (and is thus discussed in this section). Pathfinder
is a system that utilizes different routing paths within
a country to determine whether a target is blocked on
all of these routing paths. They discovered an inconsis-
tency in several policies deployed by countries, which is
commonly referred to as the censorship inconsistency
problem [115]. This issue is rooted in the fact that dif-
ferent ISPs do not necessarily implement exactly the same
blocking policies. Bhaskar and Pearce report that censor-
ship inconsistencies have been recognized for several pro-
tocols [21]. Liang et al. argue that previous research ne-
glected the fact that even different vantage points used
to emit probe packets still take overlapping routes if the
packets are destined to the same target (vantage point lo-
cation was early on reported to potentially skew the inter-
pretation of measurement results [156]). Their approach is
to utilize vantage points in the form of residential SOCKS
proxy IP servers so that they are located around the world.
In addition, they deployed a set of control servers that
represent targets and reside in uncensored environments.
So-called clients feed a list of destination domains to the
vantage points. Next, these vantage points try to reach
the target servers and conduct HTTP requests, in which
the Host header field contains an entry of the domain list

provided by the client. This enables the censor to spot
the domain name in the header and can trigger a filter-
ing reaction of the censor device. As vantage points are
distributed and control servers are distributed, too, and
reachable with different IPs, Pathfinder can measure sev-
eral paths between vantage points and target systems and
infer blocking policies on different censor-operated gate-
ways. Moreover, the authors deployed measurement in
a way that it covers different hosting providers so that
the influence of peering-policies on the censoring behav-
ior can be estimated [115]. Elmenhorst et al. used a mix
of Virtual Private Server (VPS), Virtual Private Network
(VPN), and personal devices of volunteers [60]. They did
find that VPN and VPS used for testing often were less
censored compared to the devices of the volunteers.

(ii) Measuring QoS Degradations QoS degrada-
tion can take different forms, e.g., packet loss or band-
width throttling. It is feasible to measure the QoS de-
crease by comparing current with historical transmissions.
For instance, a current flow’s unacknowledged TCP pack-
ets that were retransmitted through the TCP reliability
measures can be compared to historic flows. A higher num-
ber of retransmissions indicates more packet drops (loss).
Throttling of flows can be measured similarly. Either in a
historic manner (comparing throughput to the same des-
tination for flows of the past) or for long-lasting flows so
that the change of throughput of a flow can be monitored.
However, an increase in packet loss and a reduction in
throughput can also be the result of unintended or legit-
imate network changes in the network, such as legitimate
alterations of routing paths.

Among other factors, Anderson examines latency, packet
loss, and out-of-order delivery, and provides an example
strategy to identify throttling mechanisms in Iran [9].

(iii) Identifying Censor Device Location To iden-
tify the location of a censor, a common approach is to ap-
ply traceroute-like approaches [2]. These approaches
make use of the original datagrams returned (“quoted packet”
in the ICMP error response messages) to detect the pres-
ence and potential actions of middleboxes within a network
path. This quoted packet is sent due to many routers fol-
lowing the RFCs 792 and 1812. A discrepancy between
the original sent packet and the quoted packet can indi-
cate the presence of a censor. This works because when
a probe packet’s Time-To-Live (TTL) expires, a router
along the path sends back an ICMP Time Exceeded mes-
sage. The quoted packet feature includes a portion of
the original probe packet within this ICMP message. If
a censorship device modifies the packet before its TTL ex-
pires, those modifications will be reflected in the quoted
packet received by the measurement tool. For example,
if a censor injects a reset (RST) flag into a TCP packet
to disrupt a connection, the quoted packet in the sub-
sequent ICMP Time Exceeded message will contain the
injected RST packet. By comparing the sent packet with
the quoted packet at each hop, researchers can pinpoint
the location where the modification occurred, thus identi-
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Figure 6: Example case for traceroute-like censor location detection
like [53]. Visualization inspired by Raman et al. [165]

fying the potential location of the censorship device. De-
tal et al. implement this technique with their tool named
tracebox [53]. However, it is crucial to note that while
TCP RST injection is a censorship technique, it would
not typically trigger an ICMP Destination Unreachable
message (type 3, code 3) from the censor itself. ICMP
Destination Unreachable is usually sent in response to is-
sues like a closed port or a non-existent host. Instead, the
RST packet sent by the censor directly terminates the con-
nection on the client side. The quoted packet revealing the
RST would be contained in the ICMP Time Exceeded mes-
sage from the router downstream from the censor, where
the probe packet’s TTL finally expires.

Raman et al. builds on this concept with a more so-
phisticated detection technique [165]. CenTrace actively
probes for censorship by sending HTTP(S) requests
with varying TTL values and content. It aims to pin-
point the location of blocking by identifying the network
hop where requests for censored domains fail, while re-
quests for uncensored domains succeed. This active prob-
ing allows CenTrace to specifically target HTTP(S) cen-
sorship, whereas tracebox is more general-purpose and
might detect various types of middlebox interference, not
just censorship. The authors do however state, that their
approach would be easily extended to other protocols such
as DNS or SSH.

A simple scenario of this method is shown in Fig. 6,
which is split into two experiments using two domains (a)
and (b). The part of the control domain (a) represents
the unchanged baseline where no censoring occurs. The
part of the test domain (b) shows that a censor intercepts
requests to the server with an RST response in the path.
This behavior indicates that R3 acts as a censor. For the
test domain, the TTL to be tested can be incremented
stepwise until a RST is received.

Recently, censors started to actively detect and block
IP-based location probes. The possibilities for them to do
so are manyfold, ranging from detecting abnormal traffic
patterns associated with probing to actively disrupting the
tools and techniques used for fingerprinting. Censors can

control request rates, examine network traffic for abnormal
patterns, or discard certain packets to conceal their ac-
tions. They can alter ICMP responses and quoted packets
to deceive traceroute-like tools, complicating the task of
tracing network routes back to the censorship origins. Fur-
thermore, censors use deep packet inspection, block spe-
cific signatures, and apply protocol-specific filters to detect
and eliminate known fingerprinting tools. After discussing
the techniques mentioned in this paragraph, Amich et al.
present DeResistor, a tool that employs machine learning
techniques for traffic and pattern generation that mini-
mizes the risk of being detected [8]. They leverage an open
source tool called Geneva [25] as an engine to find evasion
strategies and in this context protects Geneva from being
detected in turn.

Wampler et al. [195] investigated how vantage points
can be suitable to evaluate whether the version of the
IP protocol plays a major role. In more detail, bidi-
rectional measurements performed over DNS, HTTP, and
TLS traffic when served via IPv4/IPv6 exhibit substantial
differences in censorship. In fact, many state-level censors
fully block and filter IPv4 traffic but seem not to consider
IPv6. On one hand, this could be due to the limited vol-
ume of users relying upon IPv6 (e.g., Morocco, Tanzania,
Kuwait, and Turkey). On the other hand, such a behavior
suggests that some countries implement blockages of IPv6
traffic within a specific ISP, thus making it harder to have
a precise estimate (see, e.g., the case of Russia). Apart
from providing a prime attempt at understanding the IPv6
“readiness” of the main blocking mechanisms, this investi-
gation highlights an important aspect concerning censor-
ship circumvention. Specifically, in states where only IPv4
is blocked, v4/v6 transitional mechanisms, e.g., 6-to-4 tun-
neling, may offer a way to stay undetected or unfiltered.

Apart from trying to directly detecting a censor, a valid
strategy could be the continuous monitoring of possibly
affected infrastructures. This implies the deployment of a
distributed measurement infrastructure to monitor Inter-
net censorship through active probing techniques. These
probes emulate the behavior of regular users, attempting
to access websites and online services while meticulously
documenting their experiences. Advanced Internet cen-
sorship measurement systems, like ICLab (cf. Sect. 8), en-
hance this idea by simplifying both the setup and execu-
tion processes.

6.2. Measuring Routing-based Censorship
Routing-based censorship can be subtle and hard to

detect, as they manipulate the fabric of Internet traffic
flows.

To detect cut-out or cut-off ASes or routes, re-
searchers can rely on the combination of various datasets
with applied anomaly detection [16]. Using these, they
can try to derive the application of censorship. Combin-
ing data from various sources, such as BGP routing tables,
traceroute measurements, DNS responses, and even pub-
licly available information such as IP geolocation and AS
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relationships, allows researchers to corroborate findings
and uncover subtle patterns that could be missed when
analyzing individual datasets in isolation. For example,
anomalies in BGP updates can be cross-referenced with
traceroute data to pinpoint the location of suspicious
route manipulation.

Dainotti et al. use BGP control plane data, data plane
recordings, and a geolocation database to detect changes
over time in Lybia [49]. They mapped Libyan IP addresses
(including those geolocated in Libya via MaxMind [125])
to ASes and prefixes, tracking prefix visibility in BGP ta-
bles, and correlating this with changes in darknet traffic
from Libya. The combined analysis revealed a sequence of
BGP withdrawals coinciding with traffic drops, confirm-
ing BGP-based blocking. However, other outages, outside
of the BGP-blocking induced ones, suggested the addi-
tional use of packet filtering. Although traceroute data
provided supporting evidence, its limitations hindered the
fine-grained analysis of shorter outages. This multifaceted
approach enabled them to expose details about the black-
out’s timing, methods (BGP disruption and packet filter-
ing), and attribution to actions within Libya.

Al-Musawi et al. further present a comprehensive sur-
vey on BGP anomaly detection approaches using these
types of datasets [4]. They categorized the techniques by
approach, employed BGP features and effectiveness in de-
tecting anomalies and pinpointing their origins. An ex-
amination of 21 major techniques led to their classifica-
tion into five types: time series analysis, machine learn-
ing, statistical pattern recognition, validation of histori-
cal BGP data, and reachability checks. Their findings re-
vealed that no single technique effectively combined real-
time detection, differentiation between anomaly types, and
source identification. Although some techniques excelled
in one or two of these areas, none achieved all three. This
highlighted the need for next-generation detection systems
to incorporate a combination of approaches and leverage
multiple data sources (updates to BGP, Routing Informa-
tion Base (RIB) tables, Internet Routing Registry (IRR)
databases, etc.) and features (AS-PATH length, prefix
origin changes, volume anomalies, etc.) for more compre-
hensive and accurate BGP anomaly detection. Their clas-
sification framework and analysis provided a valuable con-
tribution to understanding the strengths and weaknesses
of current techniques and identifying key requirements for
future research.

Historical and time-focused data can also be em-
ployed to detect BGP hijacking. Shapira et al. uses such
datasets to develop a novel BGP hijacking detection method-
ology. Their approach utilizes an unsupervised deep learn-
ing model trained on large-scale datasets of BGP routing
information. Specifically, they employ AS-level paths and
prefix origin data derived from BGP update messages col-
lected over extended periods [179]. Another approach was
taken by Moriano et al. with their algorithm that detects
the burstiness of BGP updates. This enabled them to de-
tect large-scale updates of malicious intent [134]. Their

method leverages the observation that BGP announce-
ments associated with disruptive events, like prefix hijack-
ing, tend to occur in concentrated bursts of activity, fol-
lowed by periods of relative quiet. Instead of simply look-
ing at the volume of announcements, which can be mis-
leading due to benign events like session resets, their algo-
rithm analyzes the timing of these announcements. This
burstiness metric, combined with the analysis of the af-
fected prefixes, allows them to detect hijacking events with
higher precision than volume-based methods.

Schlamp et al. [176] proposed HEAP (Hijacking Event
Analysis Program), a framework for assessing the valid-
ity of suspected BGP hijacking incidents. Introduc-
ing a formal model for Internet routing, they classify vari-
ous attack types and highlight the often-overlooked threat
of subprefix hijacking (announcing more specific prefixes).
HEAP utilizes Internet Routing Registries, topological anal-
ysis, and SSL/TLS certificate validation to distinguish le-
gitimate routing events from malicious hijack attempts,
thus reducing false positives in existing detection systems.
In addition, the detection of BGP hijacks has been studied
extensively [15, 42, 174].

While not having a direct impact on the measurement
of an actual route or BGP censorship, it is worth noting
that routing can be inconsistent. Bhaskar and Pearce high-
light the crucial role of Equal-Cost Multi-Path routing in
influencing censorship measurements. Their work demon-
strates that varying source IP and port, which influence
a packet’s flow identifier (Flow-ID), can significantly alter
the paths taken through a network and, consequently, the
observed censorship results. To address this, they devel-
oped Monocle, a route-stable measurement and traceroute
platform [21]. By controlling the Flow-ID parameters and
therefore the route taken by packets, Monocle enables con-
sistent measurement of DNS, HTTP, and HTTPS censor-
ship, including detection of DNS manipulation, RST injec-
tion, packet drops, and block pages. This approach allows
for more accurate assessment of censorship by isolating
routing-induced variations from actual blocking behavior.

6.3. Measuring UDP-/TCP-/QUIC-based Censorship
The transport layer of the OSI model features censor-

ship methods based on UDP, TCP and QUIC. These pro-
tocols can be used for censorship based on triggers on the
same layer or on other/higher layers (due to interference).
Therefore, these protocols can also be used to measure
censorship on their own or other layers of the TCP/IP
model.

Several approaches focus on TCP packets with RST
or FIN flags being set. A straightforward approach
is trying to establish a TCP connection to a target us-
ing a tool like netcat and observing the resulting traffic
(whether the TCP handshake is completed, a TCP RST is
received [140, 21] or a TCP FIN is received at some point in
time [140]). A typical indicator for censorship also comes
with the observation of duplicated TCP response pack-
ets, i.e., a censor making sure that the injected TCP RST
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packet arrives before the original TCP SYN-ACK sent by
the target [140]. However, Niaki et al. point out that
it is feasible to determine if a target is down instead of
censored if control nodes are also receiving TCP RST or
ICMP destination unreachable responses at the same time-
frame [140]. Further, Bhaskar and Pearce motivate an ap-
proach where probing and comparing control and vantage
point traffic over multiple routes is essential for minimiz-
ing the chance for false conclusions on censorship [21]. For
instance, RST packets can occur or be omitted due to nor-
mal network errors/packet loss. Bhaskar and Pearce sug-
gest repeating measurements multiple times while enforc-
ing larger (30 min) time gaps between successive probes.

Clayton et al. used this approach in [46] to test the
GFW. They sent forged TCP-nested HTTP GET requests
(through netcat) to web servers behind the GFW with
and without “bad words” and observed the resulting TCP-
RST packets.

Ensafi et al. propose a slightly more involved method
in [61]. They show that it is possible to detect the in-
jection of TCP-RST packets by observing the increase in
IPv4 Identifier (IP-ID) values after sending TCP-SYN-
ACK packets with spoofed source IPs. This method can
detect if no blocking, client to server or server to client
blocking is applied by analyzing the amount of which the
IP-ID increased. Fig. 7 depicts a visual representation
of the three possibilities. In our example, an increase of
2 indicates no blocking, an increase of 1 indicates server
to client blocking and an increase of 4 indicates client to
server blocking. It is to note that server-to-client blocking
can overshadow client to server blocking. Thus, in case of
bidirectional blocking, this measurement method will only
indicate server to client blocking.

In 2023 Nourin et al. [145] used multiple approaches
to measure the censorship methods of Turkmenistan with
their TMC system. A simple approach similar to Clayton
et al. works by sending out HTTP GET requests contain-
ing blocked words and examining the resulting TCP-RST
packets. They also used an approach that omits the actual
TCP three-way handshake and directly sends out two con-
secutive PSH+ACK packets. The first PSH+ACK packet
containing a forbidden Host header, the second packet fol-
lows with 5 to 29 seconds of delay. The second packet
will then be answered by a TCP RST packet. This behav-
ior stems from the residual blocking functionality of the
Turkmen censor.

Another indicator of TCP connection tampering are
TCP sequence number collisions after a handshake
has been completed successfully while RST and FIN flags
are absent [140]. This is because if a censor’s blocking page
response for HTTP is sent to the client, the target’s origi-
nal response would not match the blocking page, resulting
in larger/smaller TCP response packets and thus sequence
numbers.

Elmenhorst et al. [60] initiated a connection with servers
and recorded when a timeout, reset or routing er-
ror would occur. They categorized their artifacts into

TCP handshake timeouts, TLS handshake time-
outs, QUIC handshake timeouts, connection resets
and routing errors. Depending on when a connection
processes an error or when a timeout occurred and whether
it occurred for TLS and/or QUIC, they could gain insights
on the type of censorship method. If both TLS and QUIC
were blocked, it would point to IP-based censorship. If
only TLS connections were blocked, the timing of the er-
ror can point towards TLS-SNI based or TCP-port-based
blocking.

Even if the censorship does not occur based on TCP or
UDP, these protocols can still be used to measure the cen-
sor. Polverini and Pottenger noted in [160] that the DNS
responses of requests to DNS servers outside of China had
corrupted UDP checksums. This corruption was a re-
sult of tampering with the DNS packets and can therefore
be used to measure DNS based censorship.

Finally, multiple forms of port scanning using tradi-
tional techniques can be used for detecting blocked ports
(e.g., by scanning a list of destinations for ports of inter-
est) [2].

6.4. Measuring DNS-based Censorship
A straightforward approach for measuring DNS-based

censorship is to deploy measurement units in particular
regions of the world and let these try to resolve certain
DNS hostnames on a regular basis. The responses
and the changes in responses are analyzed over time, e.g.,
detecting if NXDOMAIN is returned or whether the resolved
IP address refers to a blocking page or known censorship
page. Some authors, e.g., Nabi [137], go one step fur-
ther and compare regional DNS responses with re-
sults from international DNS resolvers from less cen-
sored (optimally: uncensored) networks. Nabi also found
that the results from international resolvers were partially
tampered [137]. Similarly, Kührer et al. [112] compared
the DNS responses gained from open DNS resolvers with
those of a ground truth gained from trusted resolvers (see
also [157]). In [157], Pearce et al. crafted DNS queries
that they obtained from a publicly available list from Cit-
izen Lab, cf. [44], enriched with domain names from the
Alexa Top 10,000 list. These queries were sent to geo-
graphically distributed DNS resolvers. The authors con-
sider a DNS response as manipulated when it fulfills two
criteria: (i) it must be inconsistent with control data, and
(ii) the returned information must be clearly flawed (e.g.,
non-matching TLS certificates). This approach minimizes
false positives. Another study by Berger and Shavitt [19]
measures specific censorship of generative AI platforms by
performing DNS queries, and found that especially Russia
and China block some of these platforms.

A different approach is to send DNS queries to any
IPs within the censored network. These IP addresses
do not need to be those of DNS servers, they do not even
need to be active at the time of probing. The goal here is
to see if a false reply is received, one to a non-routable ad-
dress, such as 127.0.0.1 or any other reserved IP address.
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Figure 7: TCP censorship measurement based on Ensafi et al. [61]. Red indicates blocked packets.

Nourin et al. used such an approach in [145] to measure
the DNS part of Turkmenistan’s censorship system, which
injects a blocking DNS response to all forbidden queries,
no matter their destination IP.

Hoang et al. used a similar idea in [86]. They sent DNS
queries from the outside into China’s censored network us-
ing two target nodes controlled by the researchers. These
hosts had no DNS server software installed, so any DNS
replies must come from the GFW. These domains are then
tested again from inside China by using other researcher
controlled machines.

Similarly, Bhaskar and Pearce sent requests for DNS A
resource records to IP destinations that also do not run
DNS resolvers [20]. They inferred the presence of a cen-
sorship system if there was no response for a non-filtered
target but one for a “sensitive” target as this must have
been injected by the censor device, although there was no
actual DNS resolver that would have sent a response.

There are also measurements of DNS tampering that
aim to minimize false-positives by enhancing the observa-
tion period. Niaki et al. [140] monitored NXDOMAIN as well
as inhouse IP address responses and compared responses
received by vantage points with those received by control
nodes. To avoid false-positives, only those responses were
labeled as “tampering” if they have been observed for a du-
ration of seven days while only the control nodes received
globally routable addresses.

Another method for inferring DNS censorship was also
introduced by Niaki et al. [140]: they detect if a vantage
point receives two responses for the same DNS re-
quest that belong to different ASes. The assumption
of Niaki et al. is that an on-path censor injects the DNS
response on the fly while residing in another AS than the
DNS server that was actually indicated by the destination
IP. A special case reported by the same authors is when the
vantage point and the control nodes both receive
addresses from different AS while both of these ad-
dresses are globally routable. The reason for such an obser-
vation can be caused by CDN providers that direct traffic
to data centers that are closer to the client [140]. However,

Niaki et al. observed that censors utilize a limited num-
ber of IP addresses for redirecting clients to block pages.
To distinguish between false positives (such as CDNs) and
cencorship, they record a set of websites that resolve to a
single IP address when requested from a vantage point. If
more than θ of those websites resolve to IPs from different
ASes when accesed from a control node, Niaki et al. con-
sider these websites as being tampered. θ was optimized
empirically to achieve a low false-positive rate, with θ = 11
providing satisfying results [140].

In [20], Bhaskar and Pearce focus on a different as-
pect of DNS censorship measurement by investigating the
impact of source port and source IP address on
the censorship behavior. They discovered that vary-
ing source parameters influence the path taken by probe
queries. As a next step, they evaluated the censorship
behavior based on these changing routes. Their results in-
dicate that the changes in source parameters also influence
the censorship behavior. Bhaskar and Pearce found that
most changes are “all or nothing”, meaning some combi-
nations of parameters will experience full censorship while
others will experience none.

Fan et al. introduced Wallbleed [64], a buffer over-read
vulnerability in some GFWs middle boxes performing DNS
injections. This bug allowed the researchers to extract up
to 125 bytes from the middle boxes’ memory per request,
allowing a more in-depth understanding of the GFWs inner
workings. The exploit was triggered by sending malformed
DNS requests with mismatched length fields for domain la-
bels. During their two-year study, they found data that
resembled x86_64 pointers and x86_64 instructions. Al-
though the authors do not believe that these intrusions
were code of the GFW. They also found out that the GFW
would leak previously analyzed network traffic, proving an
additional risk to user privacy. The bug that was exploited
in Wallbleed has been fixed in 2024 and can no longer be
used, but it shows a general idea how censorship can also
be measured.

CDNs, load balancing and other methods can influence
DNS resolution. For this reason, Tsai et al. came up with
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an approach for measuring DNS manipulation based
on TLS certificates [188]. The general idea here is to
check the TLS certificates presented by the target servers
because a valid TLS certificate is considered a strong in-
dicator for a legitimate connection to the actual server.
In their measurements, the authors did not encounter any
valid certificates for blocked pages. Untrusted certificates
with matching hostnames were a sign of blocked pages,
which the authors confirmed with known block page fin-
gerprints. Trusted certificates with mismatched hostnames
were considered a sign of DNS manipulation. Untrusted
certificates with mismatched hostnames were considered a
strong sign of DNS manipulation. Lastly, the authors also
considered invalid “control” certificates. I.e., certificates
that are also invalid when resolving from an uncensored
device. These certificates mostly stem from misconfigured
web servers and therefore cannot be considered a sign of
DNS censorship.

A recent method to enhance the detection of DNS tam-
pering was introduced by Calle et al. [35]. The authors
utilize OONI [71] probe data (cf. Sect. 8) in conjunction
with supervised and unsupervised machine learning classi-
fication. Based on features of the OONI dataset, the mod-
els successfully learned expert-defined heuristics for known
tampering patterns and even identified potential new cen-
sorship signatures. For unsupervised learning, they adopted
Isolation Random Forest and the One-Class Support Vec-
tor Machine which complement each other. The authors
argue that these models are beneficial for unlabeled data,
as DNS manipulation ground truth data is hard to obtain.
They further employ XGBoost as a supervised learning
model that uses decision trees for accurate predictions.

6.5. Measuring HTTP(S) and Web-content Filtering
The most common approach to measuring HTTP-based

censorship involves using tools that mimic a standard
web browsing behavior, especially sending HTTP GET
requests to target websites, and analyzing the responses.

Censorship measurement can also implement the so-
called HTTP fuzzing. This is a technique that alter-
nates/randomizes different types of inputs to a system.
For HTTP in particular, this can yield insight into the be-
havior of the censor. Listing 1 sketches a toy example of
the approach.

Listing 1: Fuzzing HTTP request example (inspired by [97].)

GET / HTTP/1.1\ r \nHost : www. t a r g e t . com\ r \n\ r \n
GEt / HTTP/1.1\ r \nHost : www. t a r g e t . com\ r \n\ r \n
get / HTTP/1.1\ r \nHost : www. t a r g e t . com\ r \n\ r \n

The fuzzing requests sent to the server do not necessar-
ily have to conform to the HTTP protocol standard, but
rather are used to inspect the response behavior of a cen-
sor. HTTP fuzzers commonly utilize accessible tools such
as Python scripting, wget, or curl to create the required
HTTP requests. Fuzzing involves examining the entire
content of the HTTP response to identify potential indi-
cators of censorship, such as the presence of block pages,

error messages, or content substitution. An example of
censorship-oriented HTTP fuzzing is provided by Jermy
et al. with their software named Autosonda. Autosonda
can reverse-engineer HTTP filtering rules and fingerprint
censorship middleboxes by carefully crafted network traf-
fic probing [97]. They discovered limitations of filter rules
in multiple ways. Examples include introducing (unneces-
sarily) long target hostnames, testing multiple variants of
\r\n character combinations and placements, and intro-
ducing keywords in the Host parameter.

There are additional approaches available for analyz-
ing HTTP-served content for censorship. One method is to
determine the structure of HTML tags inside websites,
as censors tend to use the same blocking page structure on
different systems and with different detailed content [140].
Niaki et al. created vectors that represent HTML tag
structures, such as <body><ul>..., and could identify the
typical vectors for several block pages [140]. The same au-
thors identified textual similarity clusters in websites
by processing the HTML structure with locality sensitive
hashing (LSH) which was used to center candidate pages
around clusters of block pages. This approach worked as
censors tend to apply the same (or similar) phrases in their
blocking pages but required manual inspection [140]. A
third method by Niaki et al. is to analyze the URL-
to-country ratio to identify unknown block pages. To
calculate this ratio, the authors took clusters not centered
around a known block page and counted the URLs that
point to a page in that cluster and divided that number
by the number of countries with a page in that cluster.
The list of URLs was then sorted and inspected manually
again. Newly discovered block pages had ratios between
1.0 and 286 [140].

Finally, a 2024-study by Lange et al. measured whether
HTTP/2 is censored if it is unencrypted. Although unen-
crypted HTTP/2 is not used by any popular browser, more
than 6% of the tested websites supported unencrypted
HTTP/2 communication [113]. Indeed, unencrypted HTTP/2
communication can be observed and tampered with easily
by a censor, but the authors found that it is not affected
by blocking in both China and Iran, rendering it an option
to, e.g., download circumvention software.

Beyond content analysis, researchers employ a con-
trolled measurement technique sometimes referred to as
censorship tomography to pinpoint censorship triggers
[2]. Although this term is not formally defined in the liter-
ature and can be confused with network tomography [36],
we use it here to describe the following method: This in-
volves setting up a client within the censored network and
a helper server outside, both under the control of the re-
searcher. The client sends probes, such as HTTP requests,
to the helper server, embedding potential censorship trig-
gers, such as specific keywords, URLs, or modified headers.
The helper server responds in a controlled manner, send-
ing normal responses when assumed triggers are absent
and simulated censorship responses (block pages, errors,
or altered content) when triggers are present. By analyz-
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ing the behavior of the network between the client, the
helper server, and optionally a target website, researchers
can pinpoint the triggers. This analysis focuses on vari-
ations in routing paths, packet loss or modification, and
timing differences between probes with and without trig-
gers. For example, consistent packet loss for probes con-
taining a specific keyword would suggest that the keyword
is a censorship trigger. This controlled approach using a
helper server isolates triggers more effectively than directly
probing potentially censored websites.

Measurement of HTTPS-based censorship is sig-
nificantly more challenging than that of HTTP due to the
inherent encryption provided by TLS. As Aceto and Pescaé
point out in their survey, the very nature of HTTPS ob-
scures the content of communication, making traditional
keyword-based detection or content analysis ineffective [2].
However, examining the TLS handshake process itself can
reveal potential triggers for censorship [145]. Censors might
block specific cipher suites, target the Server Name Indica-
tion (SNI) field, or inject invalid certificates. Please refer
to Sect. 6.7 for TLS-based censorship measurement.

It is also feasible to conduct protocol-overlapping
comparisons (e.g., HTTPS over TCP vs. HTTPS over
QUIC). The introduction and adoption of HTTP3 or QUIC
promises many benefits regarding Internet censorship, in
particular due to its integrated encryption mechanisms.
However, Elmenhorst et al. found that, despite its nov-
elty, this protocol is already filtered and censored in some
networks [60]. They detected these censors by conducting
HTTPS-based requests and subsequently redid them using
QUIC. Distinguishing the response behavior made it pos-
sible to conclude whether or not a QUIC censor is involved
and if one of the protocols is censored more strictly than
the other.

Finally, cache proxies might be deployed by Inter-
net Service Providers (ISPs) to reduce network latency for
clients. Such cache proxies can infer with censorship mea-
surements, as vantage systems might receive a reply from
such a cache proxy instead of the original target. Jin et al.
describe a method to detect such cache proxies [99]: The
authors set up an authoritative DNS server for a reference
domain as well as an HTTP service for that domain. The
idea is that this web service provides a different website
than another web service controlled by the authors (called
disguiser server). Vantage points are then used to retrieve
the website using the authoritative DNS server for resolv-
ing the IP. If a cache proxy is present, it will cache the
DNS and/or web content of that connection. Afterward,
the vantage point conducts a cache probe by trying to re-
trieve the webpage from the disguiser server (that would
reply with a different response than the actual webserver
of the domain). If the response is the one of the original
webserver (instead of the disguiser-provided response), a
cache proxy is considered to be involved. Note that this
method might fail to detect cache proxies if a cache proxy
is configured to only cache specific (popular) websites [99].

Notes. To omit redundant coverage, we also refer the reader
to Sect. 6.1 where we explain an approach developed by
Liang et al. called Pathfinder [115], which measures the
reachability of HTTP sites based on routing paths. Fur-
ther, we already discussed how HTTP website censoring
can be identified by sending HTTP GET requests containing
Host header fields or potentially blocked keywords [145]
while monitoring the resulting RST and FIN flags in TCP
response packets as well as TCP timeouts in Sect. 6.3.
Similarly, we discussed the detection of residual HTTP-
based censorship using TCP flags in that section. For this
reason, we will not cover these strategies redundantly.

6.6. Measuring Censorship of Other Application-layer Pro-
tocols and Platforms

We can broadly distribute the remaining application
layer protocols into four distinct categories: (a) communi-
cations, (b) multimedia, (c) file sharing, (d) gaming and
(e) miscellaneous. In the following, we will briefly elab-
orate on detections of censorship on these protocols via
short examples.

In the domain of (a) communications, we include in-
stant messaging (e.g., WhatsApp, Telegram, Signal, VoIP
as well as textual social media platforms such as X for-
merly known as Twitter). A typical attempt to detect cen-
sorship of these services is based on sending IP probes
to the affected servers. For example, Ermoshina et al.
discusses the blocking of Telegram, a widely used chat ap-
plication, in Russia [62]. As the attempt to block this
application was mostly based on IP addresses that used
the chat protocol (and resulted in massive collateral dam-
age), the detection of censorship was trivial [62]. A recent
work by Lipphardt et al. [116] investigates censorship tech-
niques deployed in Saudi Arabia and United Arab Emi-
rates against VoIP communications. In more detail, the
work analyzes conferencing tools like Zoom and Google
Meet, as well as A/V services offered by IM platforms
like Telegram and WhatsApp. The investigation found
that detection can be done by evaluating whether Ses-
sion Traversal Utilities for Network Address Translators
(STUN) traffic has been selectively blocked. In fact, in-
specting dropped STUN requests revealed the presence
of middleboxes capable of filtering traversal traffic needed
for point-to-point conversations, without impacting other
companion features like text and media sharing.

Another approach is to monitor the throughput of
a service over time to detect a decline that could be caused
by censor-induced throttling. Such a case is presented by
Xue et al., which set up a measurement platform that
continuously compared the available bandwidth of Twit-
ter domains (e.g, t.co or twimg.com) with non-Twitter
domains [211]. The authors operated a measurement node
in the US and eight vantage points in Russia. To mea-
sure throttling, they applied a “record and reply” method
that was proposed by Kakhki et al. [100]: first, unthrot-
tled traffic is recorded using control nodes; second, the
traffic is replied by vantage points. Each vantage point
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first sends the reply traffic with sensitive TLS SNI val-
ues to the measurement node of the researchers. This is
done to cause throttling. Afterwards, the vantage points
send the same traffic (but with bit-flipped payload) so that
throttling is not caused. When the vantage points send
traffic to the measurement server, the server injects TLS
ClientHello messages with sensitive SNI values and mod-
ulates the TTL values of the injected packets. This is a
traceroute-like approach, where packets have been in-
jected using NFQueue. By decrementing TTL values for
succeeding injections, authors were able to narrow down
throttling agents’ locations in Russia [211]. They discov-
ered that throttling limited the throughput to around 130-
150 kbps and that seven of their eight vantage points faced
throttling. They also discovered some collateral damage in
the filter policies, e.g., the censor would also throttle do-
mains such as throttletwitter.com as it would match
*twitter.com.

Video streaming and multimedia (b) platforms such
as YouTube, NetFlix, Spotify and Twitch as well as VC
tools such as Zoom or Facetime are also subject to exces-
sive censorship in certain regions. Note that censorship of
such platforms often comes in the form of authority-driven
content takedowns rather than a pure technical filtering.
Aceto et al. highlight a procedure to detect video content
that disappears over time: an MIT project called YouTomb
documented previously existing videos and deter-
mine their current availability [2]. In other words, while
a government order to remove content is not directly ob-
servable, disappearing online content can be identified by
low-frequent polling for the content’s existence. However,
such attempts can result in false-positives since videos can
also disappear when users behind YouTube channels de-
cide to delete their videos, e.g., because they become out-
dated. Moreover, the measurement strategies mentioned
above (a) can be used (sending probe packets to servers
and monitoring throughput).

Filesharing (c) protocols are often used to distribute
and trade illegal and legal files of all kinds. Many coun-
tries therefore have a high incentive to limit the usage
of these kinds of application. However, since these ser-
vices often utilize a peer-to-peer architecture, censorship
measurement of the involved protocols is particularly chal-
lenging and usually involves sending probe packets. One
better way of measuring its censorship is to participate
as a peer. Dischinger et al. [56] describe one such ap-
proach: Their method involves a purpose-built tool named
BTTest that synthetically generates BitTorrent flows and
measures whether those flows are aborted for no apparent
reason. One might also measure throughput.

Regarding (d) (online gaming platforms), almost no
dedicated network-level approaches have been developed.
A measurement strategy could be to send potentially
censored keywords to gaming platform’s chat ser-
vices while monitoring the appearance of connec-
tion resets and throttling. In contrast to such ap-
proaches, Feng et al. conducted a user study based on

surveys in China asking participants about online gaming
censorship [65]. They discovered that most participants
are capable of identifying occurring censorship, but also
that most are able to circumvent those in various ways,
e.g., by using VPNs and by faking their ID number or the
“age” entry used in their accounts [65].

Some miscellaneous protocols (e) have also been used
to measure censorship. Among these are UDP-based
Echo and Discard services, as they are used by the
Censored Planet project (cf. Sect. 8) checks for keyword-
based blocking using the Echo service. The Discard service
is used similarly, but, as payload is only transferred into
one direction, it can be used to measure whether the di-
rection of a flow influences the blocking.

6.7. Measuring TLS-based Censorship
One example where TLS is used to measure cen-

sorship of another protocol was already mentioned
above in Sect. 6.4 (Tsai et al. [188] evaluated the validity of
TLS certificates as part of their DNS censorship measure-
ment). However, in this section, we will focus on methods
that use TLS to measure censorship.

While the usage of HTTPS limits censorship, triggers
based on the SNI of the TLS ClientHello message
are still analyzable by censors (see Sect. 5.7) and are thus
considered for measurement. Chai et al. [39] measured
SNI-based filtering capabilities of the GFW. To this end,
they exploited the bidirectional nature of the GFW by ini-
tiating TLS handshakes from outside of China to a server
inside of China under their control to trigger censorship
responses. They discovered that certain SNI values would
result in TCP RST packets from the GFW, indicating cen-
sorship. Additionally, they were able to verify that the
GFW is stateful, as the SNI-based filtering would only
trigger when a 3-way-handshake was performed before the
offending TLS ClientHello message was sent. The method
could be applied to measure the statefulness of other cen-
sors as well.

Chai et al. also investigated Encrypted SNI (ESNI)
censorship. They used Firefox 64.0 and controlled it with
the Selenium Python library to check if pages would sup-
port ESNI when accessed from the US and then when ac-
cessed from a potentially censored vantage point. In their
tests, they did not encounter any ESNI based censorship.

While researching new circumvention methods for SNI-
based censorship, Niere et al. discovered previously unseen
behavior of the GFW, which they attribute to three dif-
ferent censorship middleboxes [141]. Two of these middle-
boxes have been described in literature before, the last one
was not described yet. In their research the authors ap-
plied different manipulations to TLS packets like fragmen-
tation, header field length manipulation, domain fronting
or SNI removal with the goal of stopping the GFW from
analyzing the SNI and therefore circumventing the cen-
sorship. They found that domains would be censored dif-
ferently, depending on the circumvention method they em-
ployed. The requests were censored with either three TCP
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RST packets with residual blocking, a single RST without
residual blocking or a new approach with a single RST and
residual blocking. By combining various TLS manipula-
tions, the authors were able to individually target each
of the middleboxes by exploiting differences in their TLS
parsing behavior. This allowed a deeper understanding of
the inner workings of the GFW by highlighting the exis-
tence of a third middlebox and also by targeting specific
parts of the GFW for measurements.

Another method to measure censorship is to check
whether STRIPTLS attacks or downgrade attacks
are conducted, as those are often connected to censor-
ship approaches. While not directly focusing on censor-
ship detection, Nikiforakis et al. proposed HProxy [142],
a client-side tool to detect STRIPTLS attacks. The tool
works by creating profiles of the TLS behavior of previ-
ously visited sites and comparing them to the current re-
quest and responses. This works when such an attack is
newly engaged, as the tool must learn the correct (attack-
free) behavior first. In general, STRIPTLS as well as
downgrade attacks, can be measured by comparing hand-
shakes with targets conducted by control nodes against
those conducted by vantage points.

In [92], Holz et al. proposed Crossbear, a tool for
SSL/TLS MitM detection and localization. The general
idea here is to have a multitude of so called “hunters” in
the form of Firefox add-ons or standalone tools that con-
nect to webservers from multiple vantage points
and collect TLS certificates. These certificates are
then compared to a stored version of the certificate. If
a discrepancy is detected, the position of the attacker can
be approximated by intersecting recorded routes of differ-
ent hunters with and without detected tampering. Filasto
and Appelbaum mention using Crossbear in [71] to detect
content blocking.

As mentioned in Sect. 6.3 and Sect. 6.5, Elmenhorst
et al. [60] compared HTTP/TLS based censorship with
QUIC-based censorship and were able to infer if a com-
munication was blocked on the IP, transport or TLS-level.
For the TLS part, they focused on the most common ways
a connection could be interrupted: a timeout during the
TLS handshake or a connection reset during the hand-
shake.

6.8. Measuring Censor-side Active Probing Infrastructure
Fifield reported that measurements of active probing

infrastructure have been conducted by analyzing source
IP addresses of active probing systems and analyzing the
received probing packets and their overlaps in terms of
payload [66]. It turned out that, despite a large number of
probing IPs were discovered, these were managed by only
a few underlying processes, which was concluded due to
shared patterns in metadata (TCP ISNs and timestamps).
Connecting to the identified source IP addresses led to no
reaction (except a few systems which were responsive but
appeared benign) [66].

6.9. Limitations of Measurement Methodology
As presented in Section 6.1 to Section 6.8, each layer

of the TCP/IP protocol architecture can be targeted by
a censor. However, not all censorship approaches exhibit
the same effectiveness, especially due to the different com-
plexity of the involved protocols and use cases. This also
reflects in the correctness and quality of the related mea-
surements methods. To provide an overall view, Tab. 4
summarizes the main cons of observed for each major pro-
tocols. As it can be seen, probing device location and gen-
uine network malfunctions are an issue common for all the
considered protocol/layers. For the sake of brevity, in the
following, we solely address the most relevant limitations.
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HTTP(S)    G#
Other Appl.   G# G#

TLS   # #
Multi-stage Cens.    G#

Table 4: Summary of measurement methods’ limitations according
to literature ( : relevant, G#: partially relevant, #: not relevant).

IP/IPv6. Although IP-based censorship measurement pro-
vides valuable information, its effectiveness is inherently
limited by the dynamic and often opaque nature of today’s
Internet architecture. The path traversed by sent packets
cannot be ensured by the sender, leaving room for changes
in routing paths for packets even of the same flow. This
challenges the detection of blocking attempts on particu-
lar routes [115]. The increasing reliance on CDNs makes
it difficult to pinpoint the exact location of blocking, as
a single IP address might serve content for multiple do-
mains across geographically diverse servers. Similarly, the
widespread use of Network Address Translation (NAT) ob-
scures the true origin of connections, hindering efforts to
attribute censorship to specific actors or networks. NAT
is commonly used to allow multiple devices within a pri-
vate network to share a few public IP addresses. This is
particularly relevant in scenarios where the client perform-
ing the measurement is behind a NAT device, as it makes
it appear as if the connection originates from one of the
NAT gateway’s public IPs, but the client cannot necessar-
ily control the use of a particular IP and its consistent use
over multiple probing sessions. Load balancing techniques
further complicate the measurement by distributing traf-
fic across multiple servers, making it challenging to discern
whether inconsistencies are due to censorship or legitimate
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network management. Moreover, the accuracy of IP geolo-
cation databases, often used to map IP addresses to geo-
graphic locations, can be unreliable, especially for shared
or dynamically assigned IP addresses, leading to the po-
tential misattribution of blocking events [5]. These limi-
tations underscore the need for more sophisticated mea-
surement strategies that combine IP-level analysis with
deeper packet inspection, side-channel observations, and
data-driven approaches to obtain a more complete under-
standing of censorship practices. As highlighted by Al-
Musawi et al. [5] even when applied to BGP manipulation,
the need for constant vigilance in cross-referencing data is
important.

Routing. The distinction of malicious activity from an er-
ror can be difficult. As Cho et al. report that simple hu-
man error can and has been the cause of routing anomalies
[42]. They give an example of an operator mistyping an
8 instead of a 9 in his own prefix. Moreover, pinpointing
the actual censor can be hard, as he might be several hops
away from the actually affected network. Further, as many
detections make use of datasets, the detection can only be
as good as the quality of these datasets. Acquiring up-to-
date, sensible and extensive datasets can be challenging.
As in case of detecting IP-based blocking, routing paths
for probe traffic usually cannot be ensured [115], i.e., a test
can barely fix a set of particular routers to be traversed
in a given order.4 While Monocle [21] offers a significant
advancement in route-stable measurement, challenges re-
main in fully understanding and quantifying routing-based
censorship. The dynamic nature of routing, where paths
can shift due to network conditions or traffic engineering,
makes it difficult to capture a complete and static view of
censorship infrastructure.

TCP/UDP/QUIC. Depending on what kind of measure-
ment techniques are used, different limitations apply. Time-
out failures can be an indicator of censorship, but it can
also be the result of genuine network malfunctions, and
thus, measurements are repeated regularly to observe time-
outs over a longer time [60]. Moreover, duplicated TCP
response packets can also be caused by legitimate reasons,
such as due to HTTP load balancers [140], and even if
vantage points and control nodes do not gain matching re-
sponses after sending initial SYN packets to a target, this
could still be caused by network errors and can be consid-
ered as “uncertain” [140]. Methods like proposed by Ensafi
et al. [61] that require specific setups of client and server
behavior (global IP-ID on the client, an open port on the
server) obviously depend on such circumstances. Another,
more general, limitation is the directionality of the censor-
ship method. For instance, Nourin et al. [145] report that
the Turkmen firewall is bidirectional.

4Even if this could be changed by using IP source routing, a censor
could still ignore the source route setting. Moreover, such packets
might be considered suspicious and would potentially be dropped by
intermediate routers.

DNS. As pointed out in [48, 140], detecting DNS manip-
ulation faces issues due to CDNs, content localization and
load balancing as control measurements might become out-
dated quickly or are routed to regional data centers. As the
same domain might be resolved to different IP addresses
based on time of day or probe location, it might be diffi-
cult to decide if a mismatch in probe results stems from
censorship or legitimate reasons. This is why we recom-
mend the additional evaluation of TLS certificates as done
by Tsai et al. [188] and described above.

A different limitation that was described by Nourin et
al. in [145] is that a censor might learn that a certain
host is used as a measurement probe and suspend the cen-
soring for this host. The authors noticed this with their
DNS measurements, but the same idea can be applied to
other measurement techniques as well. This is similar to
malware detecting the presence of a debugger or virtual
machine and suspending any malicious behavior.

Further, Tang et al. [185] show that the generation of
domain probe lists, which was often crowed-sourced and
manual, can be improved by automation. High-quality
domain probe lists are not only essential to gain useful
measurement results but also require continuous adjust-
ments.

HTTP(S). Websites frequently use dynamic content, mak-
ing it difficult to establish a stable baseline for compari-
son. Variations in timestamps, personalized elements, and
server-side updates can trigger false positives, mistaking
legitimate changes for censorship. For HTTPS, the en-
cryption poses the biggest challenge for measurement. The
inspection of content is infeasible without sophisticated
techniques, requiring a reliance on metadata, handshake
analysis, and side-channel observations (also cf. Sect. 6.7).

Other Application Layer Protocols and Platforms. Mea-
suring online platforms’ and application layer protocols’
censorship is often driven by user-agents that implement
the particular protocols and utilize APIs of the platforms.
Closed platforms cannot be inspected with automated tools
or – alternatively – would require massive reverse engi-
neering effort to develop measurement tools. For this rea-
son, measuring every single service must be considered a
costly effort, especially since online platforms’ popularity
changes quickly and new platforms emerge regularly. Fur-
ther, geo-blocking must be considered, e.g., through geo-
diverse vantage points. Finally, the participation as a peer,
like in case of BTTest, must mimic typical user behavior to
gain high-quality measurement results and often requires
manual account registration.

TLS. A general issue, that is mentioned in works dis-
cussing TLS-based measurements, is the small amount of
vantage points used for a measurement [39, 188]. Addi-
tional geolocation-diverse vantage points could lead to a
more complete view of the censorship methods, as some
censors differentiate based on the source or destination of
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packets and in some cases other routes to the target can
result in different censorship behavior.

Measurements based on the validity of TLS certificates
could be falsified by state-level actors employing rogue
CAs that find their way into the trust stores of mainstream
browsers like Chrome or Firefox. Researchers have to rely
on the browser developers to keep those trust stores clean
[188], as such rogue CAs could falsify the reference data.

Given the above approaches, each provides an own vec-
tor of insight (e.g., faked TLS certificate or presence of
STRIPTLS attacks). It would be beneficial to combine
the ideas of existing TLS-based measurements to overcome
this limitation. For instance, a large set of geo-diverse van-
tage points and control nodes could be used to compare as
many SNI values as possible while at the same time TLS
handshake results are recorded and compared to detect
downgrade attacks and further try to detect STRIPTLS
attacks.

7. Censorship and Censorship Measurement of Cir-
cumvention Tools

In this section, we will first introduce censorship tech-
niques for different types of circumvention tools. After-
ward, we explain the methodology that can be used to
measure censorship of circumvention tools. Following that,
we discuss limitations of these censorship and measure-
ment techniques.

7.1. Censorship of Circumvention Tools
In this section, we discuss the censorship of VPNs and

other circumvention tools, such as Tor, I2P and Psiphone.
Since the techniques for different tools do overlap, we de-
cided to cover them together. We concentrate on the most
important censorship methods and refer the reader to spe-
cific surveys and papers when it comes to related topics,
e.g., (Tor-)deanonymization attacks [101], surveillance as-
pects, analyses of circumvention-related court case [187],
or surveys on censorship circumvention itself [103, 190].

Covered circumvention approaches: In addition
to classic VPNs, there is a set of additional circumvention
tools that are not pure VPN solutions. Such tools either
(i) provide a cryptographic transmission that (like VPNs)
provides an encrypted tunnel, optionally with sender/re-
ceiver anonymity, (ii) obfuscate the traffic, (iii) hide the
traffic steganographically through covert channels, or (iv)
combine two or three of these ideas. Over multiple decades,
The Onion Router (Tor) [55, 171] has emerged as a widely
used tool to enhance online privacy and bypass censorship.
Its decentralized network architecture, which routes traffic
through multiple layers of encryption (hence the “onion”
analogy), makes it difficult to trace user activity and block
access to websites [55, 190, 171, 22]. Tor can be enhanced
with modules that provide traffic obfuscation or stegano-
graphic enhancements. In addition to the main Tor imple-

mentation, other variants of Tor exist, e.g., Arti5, which
is a Rust-based implementation. However, in this article,
we will not distinguish between Tor implementations. We
further subsume Tor-related enhancements in this section,
such as proxy services for non-onion services, e.g., Onion-
spray6 and Oniongroove7. Hyphanet (also called Freenet)
as well as its fork I2P (Invisible Internet Project) operate
on a mix-network structure similar to onion routing. Both
tools provide several enhancements and features. Another
popular censorship circumvention tool is Psiphone8, which
supports several different features to bypass censorship,
including VPN functionality with tunnels, utilization of
proxy servers, and traffic obfuscation.

Blocking Access to well-known Services. One general idea
for censoring circumvention tools is to block the access to
well-known entry points of those tools.

As VPNs utilize a centralized setup, it is easy to see
that VPN endpoints, the servers to which VPN clients
connect, are frequently targeted by censors and network
operators looking to restrict VPN usage [203]. Block-
ing VPN endpoints already stops the initial creation of
VPN tunnels that are used to bypass censorship or access
restricted content. Common blocking methods include IP
address blacklisting and port filtering, where the cen-
sor maintains a list of known IPs and ports of the VPN
server and blocks connections to them [73]. This block-
ing approach can be countered by VPN providers simply
shifting to new IP addresses, leading to a constant cat-
and-mouse game. This aspect also affects other circum-
vention tools with well-known, central servers. Censors
might also use active traffic analysis techniques to iden-
tify VPN entry servers. Identifying VPN endpoints can
be done through active probing [66], where censors send
connection requests to suspected VPN servers and analyze
the responses (or lack thereof).

A specific detail of Tor are directory servers. They
are crucial for bootstrapping a connection into the Tor
network, and thus a frequent target of censorship. Cen-
sors can block access to these servers by blacklisting their
IP addresses or domain names, preventing clients from re-
trieving directory information necessary to build Tor cir-
cuits. Winter [203] observed that the GFW blocks access
to most Tor directory authorities by filtering their IP ad-
dresses, thereby preventing direct access to the Tor net-
work from within China. This necessitates the use of Tor
bridges (i.e., Tor relays that are not listed publicly) or
alternative methods to bootstrap into the network, and
highlights the importance of diverse entry points for cir-
cumventing censorship. However, a censor could also try

5https://tpo.pages.torproject.net/core/arti/
6https://onionservices.torproject.org/apps/web/

onionspray/
7https://onionservices.torproject.org/apps/web/

oniongroove/
8https://psiphon.ca/th/index.html
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to publicly announce malicious Tor bridges through the
very same channels. Additional potential attacks against
directory servers have been described early on [55], includ-
ing not only protocol-level attacks but also causing distrust
to cause directory server dissent.

Traffic-based Blocking. Instead of blocking the access to a
circumvention service based on lists of known entry points,
it is also possible for censors to detect circumvention tools
by analyzing and fingerprinting their traffic. This can be
used to block the newfound entry points or to drop/disrupt
active connections.

Such tactics can involve Deep Packet Inspection
(DPI) and VPN fingerprinting. By analyzing packet
headers and payloads, and aggregating packets into flows,
DPI systems can identify VPN protocols (like OpenVPN or
WireGuard) and block or throttle the corresponding traf-
fic, even if it is encrypted [82]. For example, a DPI system
might identify OpenVPN traffic by looking for specific op-
codes (used to indicate the message type) or packet sizes
within the encrypted TLS control channel. As Xue et al.
demonstrate, even “obfuscated” VPN services, designed to
evade detection, can be fingerprinted and blocked through
these methods, highlighting the ongoing challenge of main-
taining unrestricted access to VPN technology [210]. They
hereby use a two-phase framework. First, the censor pas-
sively fingerprints flows by analyzing OpenVPN opcode
sequences and OpenVPN ACK packet patterns within the
initial handshake, exploiting OpenVPN’s predictable struc-
ture even with encrypted payloads. Suspect flows are then
actively probed, triggering unique timeout behaviors in
OpenVPN servers due to their packet processing and han-
dling of invalid lengths. These timeouts act as a side chan-
nel, confirming OpenVPN’s presence even with probe re-
sistance enabled. This combined approach achieves high
accuracy with low false positives, effectively identifying en-
crypted VPN traffic even in the presence of common ob-
fuscation techniques.

Gao et al. [73] propose a statistical method for VPN
traffic classification based on Payload Length Sequence
(PLS). First, they analyze the payload length distribu-
tion of various VPN protocols and web browsing traffic.
They observe that different VPNs exhibit distinct payload
length patterns due to variations in protocol design and
obfuscation techniques. Based on this, they construct a
PLS feature vector by extracting the lengths of the first
n packets in a flow, excluding retransmitted packets and
zero-length payloads. The value of n is determined exper-
imentally. This PLS vector captures the sequential order
of payload lengths, which is a distinctive characteristic of
different VPN protocols. They then use machine learn-
ing algorithms to train classifiers on a labeled dataset of
VPN and web browsing traffic. The classifiers learn to
associate specific PLS patterns with different VPN proto-
cols, enabling them to classify new, unseen traffic flows.
Their results show that Random Forest achieves the high-
est accuracy, reaching 98.68% when using a PLS vector

of length 6, indicating that this statistical approach based
on payload length sequences is effective for VPN traffic
classification, even for obfuscated VPNs.

Similar to the methods mentioned above, Saputra et
al. demonstrate the application of DPI to detect and
block Tor traffic, mirroring techniques used for VPN
censorship [175]. Their method analyzes the TLS hand-
shake within Tor connections, focusing on characteristics
like cipher suites and server name indication (SNI) to dis-
tinguish Tor traffic from regular HTTPS. While effective
against older Tor versions, this approach is less successful
against newer iterations employing obfuscation techniques
like ScrambleSuit (cf. [204]). Similar to VPN censorship,
active probing of suspected Tor bridges could com-
plement DPI-based detection, enabling censors to confirm
bridge relay status and subsequently block them. Their
proposed blocking mechanism combines DPI with IP block-
ing by extracting destination IP addresses from detected
Tor traffic and adding them to proxy server blocklists. Ul-
timately, Saputra et al.’s work [175] highlights the parallels
between Tor and VPN censorship, showcasing how DPI
and active probing are employed to target both, while also
emphasizing the limitations of static detection methods in
the ongoing arms race of censorship and circumvention.

Moreover, attackers can leverage traffic analysis to ob-
serve communication patterns between nodes and the ren-
dezvous point, potentially disrupting these interactions, as
stated by Karunanayake et al. [101]. They further state
that compromising the rendezvous point itself allows at-
tackers to intercept, modify, or block communication, ef-
fectively disrupting network operations.

Wails et al. [194] developed and evaluated a new ap-
proach for circumvention tool traffic identification. They
developed a deep learning flow-based classifier that is com-
bined with a host-based approach, collecting flows over
time for each host. For their training, they used over 60
million real-world flows to more than 600,000 destinations.
While the detection results for classical, solely flow-based
detection remained low in a real-world scenario, the host-
based approach had perfect recall and low false positives.
The authors therefore raise concerns about host-based de-
tections and argue for the development and research of
circumvention systems that are resistant to such new de-
tection approaches.

Website Fingerprinting for Circumvention Tool Detection.
A special form of traffic-based blocking attempts are web-
site fingerprinting (WFP) attacks. WFP aims to de-
tect which websites a circumvention user accesses and was
discussed for several circumvention tools, such as Tor [55,
154, 133, 41] and Psiphone [59].

While WFP can mostly be considered a deanonymiza-
tion attack that is used when a known circumvention tool
is present, it can also be used to identify if a circumven-
tion tool is used in the first place. Ejeta and Kim [59]
present a WFP attack on Psiphone: First, a censor (or a
law-enforcement agency) visits the target website several
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times using a circumvention tool and records the generated
traffic with a capturing tool such as tcpdump. Next, meta-
data is extracted from these flows to gain feature values:
packet length uniqueness (i.e., assigning a packet length
a value between “1” (unique packet length) and “0” non-
unique packet length), total transmission (total incoming
and outgoing packet count and total connection time),
length of the first 20 packets of a connection, packet order
(total number of packets before the current packet of a
sequence as well as the total number of incoming packets
between an outgoing packet and its predecessor), concen-
tration of outgoing packets (“number of outgoing packets
in non-overlapping spans of 30 packets”), and bursts [59].
These metadata are used to generate a fingerprint model
of the particular website. Afterward, the censor needs to
record the (assumed) traffic of an end-user visiting the
same target and extract metadata from that flow as well
to form another fingerprint used for comparison. Due to
both traffic recordings never being an exact match (e.g.,
because of different encryption keys, network congestion
etc.), Ejeta and Kim [59] used kNN and SVM classifiers to
determine if both fingerprints match. The reported suc-
cess rate was strongly dependent on the circumvention tool
used. They gained good classification results for detecting
Psiphon traffic but reached a low accuracy when they tried
to identify visited website targets among a set of previously
chosen ones.

Detecting Steganography and Obfuscation Characteristics.
Finally, there are many methods to detect, limit and pre-
vent censorship circumvention based on steganography and
traffic obfuscation. Such circumvention methods are ap-
plied in a way such that Tor or VPN traffic is encap-
sulated into a steganographic channel (serving as a tun-
nel) to let the traffic appear harder to detect. Similarly,
traffic obfuscation as well as the replacement of previ-
ously recorded benign traffic [118] can be used to let the
circumvention traffic appear as legitimate traffic of an-
other type (e.g., circumvention tool traffic could appear
as legitimate web traffic if that is not blocked). To this
end, many detection methods exist, both based on sta-
tistical methods and based on machine learning methods
[128, 212, 202, 37, 201]. Further, attempts to block or
limit such channels (decrease QoS or limit channel capac-
ity) are often forms of traffic normalization [128, 202, 201].
For instance, traffic normalizers might remove or over-
write unused/reserved header fields to block simple forms
of covert channels in these fields or slightly delay packets
to limit the capacity of timing-based channels. To this
end, the available methods consider a broad set of traffic
features, such as packet lengths, inter-packet times, TCP
and IPSec packet sequences, packet header field values,
and the structure of dynamically composed packet head-
ers [202, 128, 37, 201]—just to mention a few.

7.2. Measuring Censorship of Circumvention Tools
In the following, we discuss different methods to mea-

sure the censorship of circumvention tools. Again, as these
methods overlap, we cover them together.

A particularly interesting target to censor are differ-
ent types of directory servers, as these are essential for
bootstrapping clients into a network. Examples include
Tor directory servers and I2P reseed servers.9 Iszaevich,
for example, presents a user study conducted in Mexico,
where he analyzed whether the Tor directory authori-
ties (DirAuths) are actively censored. To do so, he dis-
tributed a questionnaire and a guide for traceroute-
based measurements [96] and found that a significant
amount of DirAuths are censored on an IP level by censors.

In addition, Dunna et al. performed a study in which
they placed multiple previously unpublished Tor
bridges in the US, Canada, and Europe to connect to
them through Virtual Private Servers (VPS) deployed in
Chinese clouds [57]. Within these VPS, they deployed Tor
clients to connect to said Tor bridges. For probing connec-
tion initiation in a lightweight fashion, they additionally
used the Tor Connection Initiation Simulator (TCIS) to
quickly derive the necessary metrics for their analysis (e.g.,
duration of blocking). They found that China blocks both
unpublished and published relays. Moreover, the gained
insights on the blocking allowed them to derive circumven-
tion strategies [57]. Such active probing is a common and
effective strategy to detect censorship for both, VPN tools
(cf. Xue et al. [210] on OpenVPN) and Tor-like tools,
as it can reveal blocking through connection failures or
timeouts. Network measurement platforms such as OONI
[71] provide valuable data to detect Tor censorship by col-
lecting measurements from geographically diverse vantage
points.

Complementing Tor censorship measurements, Hoang
et al. employed a novel approach using VPN Gate’s dis-
tributed network of volunteer-run VPN servers to
measure I2P blocking globally [88]. Their methodol-
ogy involved four key techniques: 1) resolving I2P do-
main names and reseed server addresses using local and
open DNS resolvers to detect DNS poisoning, 2) establish-
ing HTTPS connections to the I2P homepage over VPN
tunnels and monitoring the TLS handshake for SNI-based
blocking, 3) capturing and analyzing network traffic for
injected TCP RST/FIN packets during access attempts to
I2P resources, including their own set of I2P relays, and
4) comparing fetched HTML content with legitimate I2P
webpages to identify block page injection. This combina-
tion of DNS, TLS, TCP, and HTTP measurements, de-
ployed through geographically diverse VPN Gate servers,
allowed them to detect I2P censorship in several coun-
tries, including China, Iran, Oman, Qatar, and Kuwait,

9I2P reseed servers are used by newly joint relays during the boot-
strap procedure and are a type of relay whose role is to provide
information about other I2P relays [88].
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revealing various blocking techniques employed against the
anonymity network.

Another aspect measurement studies focus on is the
delay between circumvention proxy appearance and
a censor’s blocking reaction. For instance, VPN en-
try points, I2P reseed servers and Tor bridges appear at
some time, but it would be valuable to gain insights into
how long it takes for a certain censor to block such new
entry points. A Tor bridge-focused measurement was de-
signed by Fifield and Tsai [69, 66]. They implemented
two scripts. The first script ran TCP connection attempts
to Tor bridges every 20 min from China, Iran, and Kaza-
khstan and reported gained error codes. In parallel, a
control script made the same connection from the US.
The second script realized a whole Tor-in-obfs4 connec-
tion from Kazakhstan. The authors considered only “de-
fault bridges”, i.e., non-secret bridges known within the
Tor community. Similar experiments could be conducted
to reach proxies of other circumvention tools.

7.3. Limitations
imitations of Circumvention Tool Censorship. Blocking cir-
cumvention tool traffic, while a common censorship tactic,
faces inherent limitations due to the distributed and adapt-
able nature of these technologies. Blocking VPN server IP
addresses, as highlighted in Xue et al. [210], is a continu-
ous cat-and-mouse game, as VPN providers can easily shift
to new IPs or deploy obfuscation techniques. Similarly,
blocking Tor relays or bridges requires constant monitor-
ing and updating of blocklists, as new relays and bridges
appear frequently. Though effective for identifying VPN
protocols or Tor traffic patterns (as shown by Saputra et
al. [175]), DPI is computationally expensive and suscepti-
ble to evasion through obfuscation or traffic manipulation
techniques. In addition, correlation attacks using meta-
data of traffic in form of volume or timing behaviors can
be rendered difficult through obfuscation techniques, such
as packet size modulation.

WFP faces several limitations that are practically rel-
evant for censors. Generated website fingerprints can be-
come outdated quickly, e.g., when new forum posts are
added to a website hosting a discussion forum. Cherubin
et al. highlight that several studies do not consider a real-
world setting, e.g., relying on synthetic traffic and target
websites that might not be visited by real Tor users (among
other limitations) [41]. Similarly, Ejeta and Kim consider
a scenario in which a user conducts no parallel activity
while visiting a certain target website, and the censor is
aware of the start and end time of a pageload [59]. Further,
WFP is usually conducted on flows that do not employ any
obfuscation features, WFP does not perform well on such
flows [154]. Other issues, e.g., website caching behavior
and lack of heterogeneous users, browsers, and systems,
are covered in [133] and [41].

Furthermore, blocking access to VPN or Tor websites
and documentation, while hindering discoverability, can-
not prevent determined users from obtaining the software

through alternative channels. Moreover, the decentral-
ized nature of both VPNs (various different providers) and
Tor, with multiple entry and exit points, makes it difficult
for censors to achieve complete blocking without resorting
to drastic measures like nationwide Internet shutdowns,
which often carry significant political and economic costs.

Limitations of Circumvention Tool Censorship Measure-
ment. These kinds of measurements have several implica-
tions and limitations. Iszaevich states that since measure-
ments were conducted by local volunteers, misconfigured
experiments or old clients are a source of error [96]. In
relation, as Dunna et al. also state, the biggest issue is
the locality of the experiments [57]. For optimal measure-
ments, people actually need to physically be in the country
where censorship is applied. Depending on the laws of that
country, this can be a significant risk. Moreover, censors
actively adapt their techniques, making detection a mov-
ing target. The use of obfuscation methods, such as those
employed in some VPNs or Tor’s ScrambleSuit [203], can
make it difficult to distinguish VPN or Tor traffic from reg-
ular HTTPS, hindering DPI-based detection: obfuscation
makes it more challenging to detect censorship itself, as
the DPI systems may fail to recognize the censored traffic
as such, leading to false negatives in censorship measure-
ments. It also complicates the identification of specific
blocking techniques, as the obfuscated traffic might not
exhibit the clear signatures associated with methods such
as RST injection or block page redirection. As in case of
previously covered methods, accurately measuring the im-
pact of censorship, like throttling or blocking of specific
servers, on circumvention tools can be challenging due to
network fluctuations and the difficulty of establishing sta-
ble baselines. False positives and negatives are common,
particularly when relying on automated measurement or
limited vantage points.

8. Measurement Platforms & Datasets

Developing censorship circumvention methods requires
an in-depth understanding of censorship. For this reason,
the development of bypass tools must consider measure-
ment datasets. These datasets can be used not only to
tailor circumvention tools, but also to evaluate these tools.
This section discusses the available censorship datasets
and a comparison of these datasets. The above-mentioned
datasets are current data or data from recent years.

CensoredPlanet. CensoredPlanet is a censorship measure-
ment platform that captures and analyzes measurements
from four different measurement techniques, namely Au-
gur, Satellite/Iris [178, 157], Quack [191], and Hyperquack
[164]. The goal is to complement existing datasets like
OONI [150] and ICLab [140] by providing a larger scale,
coverage, and duration of measurements. Until 2020 [183]
they collected and published over 21 billion data points
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from over 20 months of measurement operations. How-
ever, they continuously publish new data on their platform
that is available online [38].

The platform captures baseline data from 2,000 do-
mains using over 95,000 vantage points worldwide. This
data is collected, aggregated and analyzed to provide a
longitudinal view of censorship and allow distinguishing
between localized and countrywide censors [38]. In prac-
tice, they were able to reduce false positives, modeling
the data as time series and using the Mann-Kendall test.
With this, they were able to detect 15 censorship events
over their measurement period, two thirds of which were
not previously reported.

CensoredPlanet not only supports long-running broad
measurements, it also has “rapid focus capabilities”, al-
lowing for timely measurements of specific networks. The
authors used this to investigate changes in the blocking
behavior of Cloudflare IPs from Turkmenistan.

CensoredPlanet measures censorship on six different
protocols: IP, DNS, HTTP, HTTPS, Echo, and Discard.
IP, DNS, HTTP and HTTPS were selected for their posi-
tion as censorship targets. Echo is used to measure keyword-
based censorship on the application layer by checking if the
selected servers successfully reply to such requests contain-
ing potentially censored keywords. The Discard protocol
is used to measure the directionality of the censor.

CenDtect. CenDtect utilizes the data of CensoredPlanet
as input for their censorship detection model. Tsai et
al. [189] implemented a system that uses unsupervised
machine learning. They therefore implemented a cluster-
ing approach based on decision trees and DBScan. With
this, they want to make the data easier to consume for
other researchers, journalists or NGOs. The output of
the system consists of decision trees, which describe the
censorship rules and a corresponding domain list showing
which domains are affected by the censorship rule. They
also discuss the challenges of censorship datasets, like the
lack of ground truth, the volatility of test lists and the
sheer amount of data. While they do not provide a new
dataset, they aim to augment existing data to make it
more usable and are evaluating the possibility to directly
integrate CenDtect into the CensordPlanet platform. In
consequence, we do not list CenDtect in Tab. 5.

Encore. Burnett et al. analyzed Internet censorship in
[30], specifically in the form of web filtering, particularly
focusing on its extent. To achieve this, they introduced
Encore, which enables continuous and longitudinal mea-
surement. A key advantage of the system is that users do
not need to install custom software, emphasizing its ease
of use.

Encore utilizes web browsers on Internet-connected de-
vices as vantage points, allowing it to gather a large and
diverse set of data. The major contribution of Burnett et
al. is that meaningful conclusions about web filtering can
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    request to embedded elements
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Figure 8: Encore measurement methodology (based on [30])

be drawn from the side channels that exist in cross-origin
requests.

An origin is defined as the protocol, port, and DNS
domain (“host”) [139]. Websites can send information to
another origin using HTTP requests across origins. The
cornerstone of Encore’s design is to use information leaked
through these cross-origin embeddings to determine whether
a client can successfully load resources from another ori-
gin. For example, an image embedded with the <img> tag
can trigger an onload event. Using this kind of informa-
tion, Encore can make determinations about the extent of
Internet censorship. The scope of web filtering can range
from individual URLs to entire domains [30].

Measuring web filtering with Encore involves three par-
ties (Fig. 8): (i) the web client, which acts as the measure-
ment vantage point; (ii) the measurement target, which
hosts a web resource suspected to be filtered; and (iii)
the origin web server, which serves a web page to the
client, instructing it on how to collect measurements with
tasks, which are small programs (self-contained HTML
and JavaScript snippets) that attempt to load a web re-
source.

As of 2015, Encore had recorded 141,626 measurements
from 88,260 distinct IPs across 170 countries, including
China, India, Egypt, South Korea, Iran, Pakistan, Turkey,
and Saudi Arabia. However, Encore has a significant lim-
itation: it can only observe the accessibility of individual
web resources and cannot determine the exact method of
filtering. This limitation positions Encore as a supple-
ment to other censorship measurement systems, which are
capable of more in-depth analyses but encounter greater
challenges in deployment.

GFWatch. GFWatch is specifically tailored to measure
the behavior of the GFW by identifying censored domains
and detecting forged IP addresses in fake DNS responses.
The GFW employs DNS injection techniques, returning
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falsified responses. To summarize the function of GFWatch:
Nodes inside China run DNS tests, whose results are then
compared to DNS resolving results of nodes outside China
to detect DNS-based filtering. This DNS poisoning not
only impacts users within China but also pollutes global
DNS resolvers like Google or Cloudflare. As a large-scale
longitudinal measurement platform, GFWatch provides a
continuously updated view of the GFW’s DNS-based block-
ing behavior [86].

Hoang et al. revealed that this manipulation of DNS
records has far-reaching consequences beyond China’s bor-
ders [86]. To mitigate its effects, they proposed strate-
gies to detect poisoned responses, sanitize polluted DNS
records, and assist in the development of circumvention
tools to bypass the GFW’s censorship. To achieve its
goal, GFWatch must continuously discover and test new
domains as they emerge. For that, GFWatch uses top-
level domain (TLD) zone files, which are updated daily.
Additionally, GFWatch provides ongoing insights into the
pool of forged IPs used by the GFW, helping researchers
better understand and counteract China’s DNS censorship
tactics [86].

GFWatch probes the GFW from outside China to iden-
tify censored domains (step 1) and verifies these findings
using controlled machines within China (step 2). It em-
ploys UDP-based DNS queries, as UDP is the default car-
rier for DNS and requires fewer network resources com-
pared to TCP-based measurements. The procedure follows
multiple steps: (i) The primary probing machine located
in a US network sends DNS queries for test domains to
two hosts controlled by Hoang et al. in China. These Chi-
nese hosts lack DNS resolution capabilities, so any DNS
responses received by the main prober originate from the
GFW. Positioning the two Chinese hosts in different ASes
helps address the GFW’s centralized blocking policy and
detect potential regional variations. (ii) GFWatch trans-
fers detected censored domains to its Chinese hosts, which
then probe these domains from within China towards the
controlled machine in the US to confirm that the censor-
ship occurs both inside and outside China. To account for
potential inconsistencies, such as the GFW occasionally
failing to block access under heavy load [13], GFWatch
tests each domain at least three times daily [86].

In [77], Hoang et al. tested a total of 534 million dis-
tinct domains. Over a nine-month period, they found that
311K individual domains were filtered. To analyze the
evolution of blocking rules rather than just the number of
censored domains, they identified the most general form
of each censored domain (the so-called base domain) that
triggers censorship. As a result, they discovered 138.7K
base domains. Hoang et al. also found that 41K censored
domains were overblocked due to textual similarity with
a censored base domain, despite not being subdomains.
The dominant censored categories were business, pornog-
raphy, and information technology [86]. They also found
that forged IPs follow distinct patterns, rather than being
injected entirely at random. They identified 11 groups: 10

static groups with consistent, predictable responses (e.g.,
qcc.com.tw always returned 89.31.55.106) and one dy-
namic group with variable manipulations. Since the GFW
frequently changes spoofed IPs within a certain range,
DNS censorship can be effectively detected by compar-
ing the returned IPs with the pool of spoofed addresses
discovered by GFWatch [86].

Using this methodology, it is possible to sanitize pol-
luted DNS records in the cache of public DNS resolvers.
After identifying a censored domain, GFWatch can query
the domain against popular DNS resolvers and verify whether
their responses show any injection patterns.

GFWeb. GFWeb [87] is another system for performing
measurements of HTTP and HTTPS censorship made by
the GFW. Its goal is to augment existing measurements
by including more domains and performing repeated tri-
als over a longer time frame. Over a time span of 20
months, GFWeb scanned more than 1 billion domains and
detected over 940K and over 50K censored domains for
HTTP and HTTPS, respectively. The measurement ap-
proach designed by the authors allowed them to trigger
HTTP(S) censorship without performing an actual three-
way handshake. To this aim, they performed tests by send-
ing SYN and PSH/ACK packet pairs, with the latter con-
taining a HTTP GET or a TLS client hello. Additionally,
GFWeb uses servers both inside and outside of China as
vantage points, allowing it to scan both the ingress and
egress behavior of the censor. This analysis demonstrated
that the GFW acts in an asymmetrical manner, which was
a previously unknown behavior. Other findings of this lon-
gitudinal study include changes in the filtering logic of the
GFW. Previously there was considerable overblocking for
some domains, which was found to be patched in later
scans.

ICLab. This Internet monitoring platform was introduced
by Niaki et al. [140]. The project measures connectivity
to sites. This includes a test of the DNS request-response
behavior with local and public resolvers, TCP connection
test, certificate chain tests (for HTTPS URLs), an evalua-
tion of the HTTP response (headers and body), a tracer-
oute log, and a capture of all packets exchanged during
the measurement procedure [140]. ICLab uses hosts lo-
cated within the region that is being monitored as vantage
points. These vantage points are split into 264 VPN end-
points and 17 endpoints operated by 17 volunteers. In
both cases, these hosts run ICLab’s measurement soft-
ware (VPN points route traffic through a VPN while the
volunteer-operated devices send the plain traffic probes)
[140]. Since measurement result are compared by the au-
thors, additional control nodes, located in the US, Europe,
and Asia are employed. The data collection stopped in
2020, with traceroute data being updated until 2021.

IODA. The Internet Outage Detection and Analysis project
[95] is a system designed for continuous monitoring of
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the Internet. It is operated by the Internet Intelligence
Lab at Georgia Tech’s College of Computing. It detects
large-scale outages at the network edge, including disrup-
tions impacting ASes or entire regions within a country.
IODA works in partnership with OONI [147]. It uses three
distinct and complementary sources of Internet measure-
ment data (BGP, Active Probing, and Internet Pollution)
to detect outages and has provided near-real-time visu-
alizations of Internet connectivity on a public platform.
Regarding BGP, IODA monitors the reachability of IP
addresses by analyzing routing data from global sources
such as RouteViews and RIPE RIS [32]. It examines small
network blocks to accurately detect whether parts of a
network are offline or inaccessible. For active probing,
IODA uses ICMP echo requests as part of the Trinocular
method [162, 95]. When initial probes receive no response,
the system sends additional probes to verify the network’s
status. The Trinocular methodology can accurately distin-
guish between online, offline, and uncertain states. Con-
sidering Internet pollution, IODA analyzes Internet Back-
ground Radiation (IBR) [32], which is unsolicited traffic re-
sulting from misconfigurations, malware propagation, and
network scanning. It filters out spoofed and bursty traf-
fic (e.g., botnet scans) to extract a liveness signal based
on distinct source IP addresses, enabling the detection of
whether networks or regions are online or offline.

An example of the use of IODA is the investigation
of complete Internet outages in Myanmar by Padman-
abhan et al. in [153]. They analyzed the Coup Day in
2021. The outage was particularly evident in the BGP
data sources, where the number of /24 address blocks
reachable in Myanmar via BGP dropped from 695 to 376 -
a 46 percent decrease. In [146] IODA data highlights Inter-
net outages in Iran between September 2022 and October
2022. The BGP data source reflects routing announce-
ments or global routing information exchanged between
ISP routers, which are typically highly stable. A sudden
drop, which in this case occurred frequently, indicates a
disruption in Internet connectivity.

Kentik. Kentik is a large network observability company
and offers a cloud-based NetFlow analytics platform de-
signed for network monitoring, capable of analyzing traf-
fic data collected from sources such as company network
routers [146]. For example, Kentik provides a comprehen-
sive overview of how data flows (traffic) within a network
by leveraging aggregated NetFlow data from its customers.

NetFlow is a network protocol used by routers and
switches to collect information about network traffic. It
records metadata about IP traffic flows that pass through
a NetFlow-enabled device (such as a router, switch, or
host). The data collected includes: source and destination
IP addresses of the data packets, protocols used (e.g., TCP,
UDP), packet count, data volume in bytes, and connec-
tion duration [102]. This information can be aggregated
to identify trends and patterns [43, 153]. The protocol
and its logs provide detailed insights into network traffic,

supporting monitoring, optimization, and security. When
NetFlow data is sourced from multiple locations, it offers a
composite view of the Internet from various perspectives.
Using this aggregated data, Kentik enables detailed anal-
yses to draw conclusions about outages and other network
disruptions. Kentik’s customers, including tier-1 ISPs and
global content providers, provide NetFlow data from Inter-
net routers, making it possible to study censorship events
and more [102]. As an example, Padmanabhan et al. used
Kentik in [153] to analyze cellular data. To demonstrate
that cellular connectivity had been heavily restricted, they
compared traffic data from four major cellular providers
with that of a leading non-cellular provider. Their analy-
sis revealed a substantial reduction in traffic from cellular
providers during both day and night. In contrast, the non-
cellular provider experienced traffic drops only during the
night. Further, in [146] Kentik was used to show that traf-
fic volume from Facebook’s network dropped substantially
on September 21st, 2022, in Iran. On that day, the service
WhatsApp, owned by Facebook, started showing signs of
blocking.

The combination of IODA and Kentik offers significant
advantages for detecting and analyzing network outages
and censorship events. IODA specializes in macro-level
analysis, monitoring unusual routing changes and identi-
fying large-scale network outages across entire regions or
ASes. It examines routing information to detect sudden
changes in the reachability of network blocks. In con-
trast, Kentik focuses on micro-level analysis, providing
granular insights into specific data patterns. This allows
for detailed comparisons of data streams, complementing
IODA’s broader perspective. Together, these tools deliver
a comprehensive approach to monitoring and analyzing
network disruptions [146, 153].

OONI. The Open Observatory of Network Interference [71,
150] provides a Measurement Aggregation Toolkit (MAT)
[148] that allows users to explore current and historic mea-
surements of Internet censorship. MAT allows to investi-
gate censorship specifically for selected ASes, countries,
domains, dates and test methods. For instance, general
Internet connectivity tests are available, but also tests for
connecting to messenger services such as Facebook, Tele-
gram, WhatsApp, or Signal. Further, certain middlebox-
related tests, performance tests, tests for circumvention
tools (Tor, including the Snowflake [26] pluggable trans-
port, and Psiphon) as well as experimental tests (VPN
connectivity and DNS check) can be analyzed regarding
their results. OONI measurements are performed by vol-
unteering users running OONI Probe [149] in a mobile,
command line or desktop version. Further, a browser-
based probe tool and an API to access OONI data are pro-
vided by the project. In general, differences between cur-
rent and control measurements are considered as anoma-
lous and can thus refer to a filtering attempt (invalid mea-
surements can occur as well if a a measurement fails to
execute or is unavailable for a particular query) [48]. The
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OONI website further provides timely reports on identi-
fied censorship events. Notably, a recent project has inte-
grated OONI data into the Internet Yellow Pages (IYP),
which is a knowledge graph with a unified access method-
ology [117]. The IYP allows an easier analysis of OONI
data, as users do not need to autonomously perform any
further data integration steps.

Psiphon. While Psiphon itself is an Internet censorship
circumvention tool, the organization behind it also pro-
vides the Psiphon Data Engine (PDE) [161]. PDE is a
platform that allows researchers to collectively analyze ag-
gregated Internet censorship data. The platform collects
censorship metrics, network efficiency measurements, con-
nectivity tests and also collects records of social and po-
litical indicators regarding censorship events. So called
“partners” can provide their measurement data to the plat-
form. PDE provides information about the usage statistics
of Psiphon like the unique users per day per country or
the tunnel median round trip time. Currently, PDE lists
OONI and M-Lab as partners. In consequence, we do not
separately list PDE in Tab. 5.

RIPE Atlas. RIPE Atlas [170] is an Internet measurement
platform allowing users to perform various connectivity
measurements (e.g., ping, DNS, and traceroute) from over
13, 000 active community-hosted probes. Despite not be-
ing directly linked with Internet censorship goals, RIPE
ATLAS offers a diverse set of probes, which turned out
to be valuable for implementing censorship measurements.
For example, Anderson et al. [10] used RIPE Atlas to an-
alyze blocking events in Russia and Turkey. Also, Gegen-
huber et al. [76] used Atlas to measure deanonymization
risks of tor users in Russia.

Tor Dataset. The Tor project publishes various usage data
of the Tor network [186]. These include statistics about
user numbers connecting to the network. These numbers
can be used to detect censorship events. The Tor project
itself uses this data to present the “Top-10 countries by
possible censorship events”.

Triplet Censors. Niaki et al. [13] analyzed the DNS in-
jection techniques of the GFW by observing the DNS re-
sults of the Alexa top 1M domains over a duration of nine
months. They collected over 120 million forged DNS re-
sponses in their dataset. They published the dataset to-
gether with the code to allow for reproducibility studies
and to foster the research in the domain.

Comparison of Platforms/Datasets. Tab. 5 compares the
platforms and datasets discussed above. As can be seen,
most of the datasets contain only DNS and HTTP data.
Other probes are less frequent. In contrast, OONI pro-
vides a broad dataset that is driven by community mea-
surements. Similarly, some datasets highlight only the cen-
sorship of a single country while others try to encompass

as many countries as possible, many of those rely on volun-
teers which has a direct impact on the number of probes.
Most of the discussed datasets are still ongoing efforts,
sometimes even providing real-time data to researchers.
Only the Tor dataset is considered “passive” as it only con-
tains usage statistics and not active probe traffic.

CensorLab. While not strictly a measurement platform
or dataset, CensorLab [180] is a censorship experiment
testbed. The goal of CensorLab is to enable researchers
to emulate various censorship scenarios to evaluate exist-
ing, but also simulate and test newly developed censor-
ship techniques, corresponding circumvention and mea-
surement methods. This allows a proactive approach to
censorship research instead of a reactive one. Other bene-
fits of a simulated environment are reduced costs and re-
duced risks to measurement volunteers. CensorLab allows
researchers to define the censors’ behavior through block
lists and so called “censor programs” which can emulate a
wide range of different censorship approaches.

Excluded Platforms and Datasets. We excluded a set of
censorship platforms and datasets from our analysis due to
superficial or dated measurement methodology or content,
i.e., data older than 2015, or because they simply are not
operated / existent anymore. For instance, in 2015, Aceto
et al. [2] covered several measurement systems that we did
not include in this paper, namely ConceptDoppler, rTur-
tle, Herdict, Alkasir, YouTomb, Greatfire.org, CensMon,
MOR, Weiboscope, Samizdat, UBICA, WCMT, Spookyscan
and encore. We further excluded the OpenNet Initiative
(ONI) [152] that monitors Internet censorship in the sense
of traffic filtering. Only a small fraction of data in the
form of a summary CSV file is available anymore [151].
The latest update of the ONI dataset is dated Sep-2013
and was thus excluded from our analysis. However, an
investigation of the dated dataset can be found in [78].

9. Trends and Future Challenges of Internet Cen-
sorship and its Measurement

In this section, we outline the major trends and future
challenges of Internet censorship identified in the related
literature. We highlight both technical and human as-
pects, considering changes in user behavior alongside the
rapidly evolving landscape of software architectures and
network protocols.

9.1. Technical Aspects
Measurement Design and Sampling. Quantifying the im-
pact of censorship requires overcoming several challenges.
The main issues, discussed a decade ago by Aceto and
Pescapé [2], remain valid today. For instance, measure-
ments should be characterized by an adequate probing
frequency and must include a set of hosts/endpoints rep-
resentative of a geographical region.
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Table 5: Comparison platforms/datasets used for censorship measurement. (Abbreviations: TP: traffic probe, WCA: web-content analysis;
BLK: blocked page analysis; Notes: (1) 13 countries with volunteer-operated devices)
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Key Refs. [38, 183] [30] [77, 89] [87] [140, 34] [95] [102] [71] [170] [186] [13]
Approach active active active active active active active active active passive active

Method TP,WCA,BLK WCA,BLK TP TP TP,BLK TP,BLK TP,BLK TP,WCA,BLK TP - TP,BLK
Latest Year ongoing 2015 ongoing ongoing 2021 ongoing ongoing ongoing ongoing ongoing 2020
# Countries worldwide 170 1 1 62(1) worldwide worldwide worldwide worldwide worldwide 1
Probe Nodes 95,000+ 88,260 2+ 2+ 281 500+ n/a community based community based 13.000+ n/a 1

HTTP(S) Probes - - - -
QUIC Probes - - - - - - - ([60]) - - -
DNS Probes - - -

DoT/DoH Probes - - - - - - - - -
Tor Probes - - - - - - - - - -

Tor Snowflake/WebRTC - - - - - - - - - -
VPN Probes - - - - - - - - -

Traceroute - - - only routing problems - -

Collecting network traffic and behavior patterns is no
longer primarily a problem of volume. In fact, advance-
ments in storage and processing, often offered through as-
a-Service models, have made it easier to obtain effective
traffic snapshots compared to ten years ago.

Infrastructure, Routing, and AI Challenges. More press-
ing challenges stem from the evolving nature of the Inter-
net architecture. First, there is a potential censorship in-
consistency problem, where different ASes, ISPs or regions
of the same country differ in their censorship policy imple-
mentation. As reported by Tsai et al. [189, 207], there
is no global-scale ground truth available that can be used
to validate a censorship dataset. Hence, certain authors
and platforms (e.g., above-mentioned approach of CenD-
tect) explicitly address how they handle false-positives and
false-negatives. Second, routing path inconsistencies com-
plicate traffic probing, often due to the ubiquitous diffu-
sion of CDNs and load balancing components. As a par-
tial workaround, advancements in AI to process large-scale
complex information may support researchers in Internet
censorship, e.g., to “repair” traffic plagued by mismatches.
Yet, some state-level censors are expected to deploy mech-
anisms to influence the interaction with AI itself. For in-
stance, censors may operate over the communication layer,
e.g., by blocking certain IP ranges to prevent the avail-
ability of complete datasets for training Large Language
Models (LLMs) or block access to these platforms, such
as in China, Russia, Iran, and Israel [19, 72]. Therefore,
future research should consider the investigation of LLM-
based censorship (as, e.g., initially done by Ahmed and
Knockel [3]). Considering LLMs (and AI in general), an-
other expected trend is that censors work towards applying
AI-based detection tools for nuanced critiques in textual
and/or visual form [40], for which research is still in its
infancy. Similar advancements can be anticipated for au-
dio/video transmissions and content.

Evolving Targets and Services. Another important chal-
lenge to face in the near future entails the rapid evolution
of targets and services. Even if some works have shown

how to promptly adapt to new communication protocols
(e.g., for QUIC [60]), the actual panorama of Internet ser-
vices is changing at an unprecedented pace. Social media
platforms, including gaming and video services, have tight
popularity cycles, thus demanding for continuous modifi-
cations of the measurement techniques/algorithms.

In addition, measurement properties can shift due to
alternating user-bases or methodological adjustments within
datasets [48].

Integrating and Combining Datasets. To address these chal-
lenges, researchers conducted dataset-overlapping work.
Crowder et al. [48] incorporated multiple of the above-
mentioned datasets (Satellite, Hyperquack HTTP(S), Tor,
OONI, and GFWatch) into a framework for joint statisti-
cal analysis to investigate censorship events. Similarly,
Lipphardt et al. [117] integrated OONI data into the IYP
and mention that they plan to integrate data from addi-
tional measurement platforms in order to provide a unified
accessibility through the query language Cypher.

Adversarial Dynamics and Arms Race. The relevant cor-
pus of works and the vivacity of censorship circumvention
research is expected to fuel an “arms race” among states,
regimes, researchers, and activists. In this vein, it is impor-
tant to underline the suggestion of Aceto and Pescapé re-
ported in [2] stating that measurement approaches should
consider that censors (could) identify probing devices and
operate to actively hide the effects of blockages or filter-
ings. This adversarial dynamic is likely to intensify as
measurement and circumvention techniques evolve.

Research Quality and Education. A final remark to im-
prove the technical research is to plan for proper strate-
gies to ensure quality and consistency. First, experiments
devoted to gather Internet traffic should follow clear qual-
ity criteria [156]. Gained results should then follow the
FAIR principle, i.e., research work (including, code, data,
metadata, notebooks etc.) should be F indable, Accessible,
Interoperable, and Reusable. A way to aid re-usability is
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to publish the artifacts on open repositories and provide
companion software or traffic capture metadata.

Finally, we encourage starting to teach Internet censor-
ship (measurement and circumvention) as a complement in
network security and privacy curricula, especially to raise
awareness and reduce inconsistent terminologies and sci-
entific re-inventions [200].

9.2. Societal and Human Aspects
Beyond the Network Layer. So far, we almost exclusively
covered network-level techniques. However, to provide a
deeper understanding of the topic, it is beneficial to also
understand societal and human aspects of Internet censor-
ship. While, technical measurements map the prevalence
of restrictions across different regions, the success, and ac-
curacy also depends on human aspects involved. This in-
cludes how people adapt their online behavior in response
to perceived threats, trust, fear, and resistance.

Although digital technologies have transformed public
discourse and how communities connect, the Internet is
not a neutral communication tool. More so, it is a struc-
ture shaped by cultural differences, power imbalances and
economic dynamics [33, 198, 214]. These factors influ-
ence how the Internet is constructed, controlled and ex-
perienced, with varying levels of censorship creating ten-
sions between national regulations and its originally bor-
derless nature [198]. Additionally, geographical factors,
such as historical legacy, legal frameworks, governmental
structures, and societal norms, shape distinct patterns of
restriction, surveillance, and control [198]. In turn, the
shift of power dynamics from nation states to global net-
works further emphasizes the role of human behavior in
the success of censorship techniques, measurement, and
circumvention practices.

Motivations for Censorship Shape Measurement Challenges.
Censorship is justified in diverse ways, shaping both en-
forcement mechanisms and user responses. Motivations
can be broadly categorized into four main categories [2,
128, 93, 11]: (i) Political Control, (ii) Social and Moral
Regulation, (iii) Parental and Company Controls, and (iv)
Economic Motivations. Each motive influences what is
censored, how it is applied, and how it is perceived. Polit-
ical and social motives often fluctuate around events such
as elections or crises, while economic and parental controls
create subtler but still significant restrictions.

(i) Political Control : Governments, particularly repres-
sive ones, strategically control Internet access to unwanted
political opinions (e.g., NGOs, websites of foreign newspa-
pers or social media). The aim is to limit its potential to
empower citizens and prevent them from bypassing state-
controlled media [90, 173, 50, 7, 14]. Motivations for cen-
sorship range from suppressing political dissent and human
rights activism to silencing criticism of the state or its of-
ficials, as seen in countries like China and Iran [106, 85].

Social media platforms, vital spaces for political mobiliza-
tion, are often restricted or shut down entirely [6, 79, 159].
In such cases, measuring censorship requires more than
merely detecting blocked news websites, but also involves
understanding how fear influences open discourse and in-
direct forms of online manipulation [75, 143]. This is es-
pecially crucial from a temporal perspective, as censor-
ship practices strongly fluctuate around sensitive events
like elections or protests [72].

(ii) Social and Moral Regulation: Another governmen-
tal justification for censorship is expressing social and moral
concerns. By claiming to protect societal values, public
morality, or vulnerable groups [106, 111, 119], mostly il-
legal content is targeted. This includes blocking websites
linked to illicit trade (e.g., drugs, weapons), child exploita-
tion, pornography, or platforms promoting hate speech.
The definition of harmful content or what is deemed im-
moral varies across cultures [105, 85], leading to uneven
enforcement that disproportionately impacts marginalized
groups [198, 45, 31]. Beyond safeguarding public moral-
ity, concerns about terrorism, national security, prevent-
ing crimes and maintaining social stability are increasingly
cited [196, 50, 130]. However, the relationship between na-
tional security laws and the Internet is complex, encom-
passing measures such as content takedowns and network
shutdowns, which are responses to local conditions, such
as armed conflicts or political unrest, reflecting historical
tensions and contemporary power struggles. The use of
centralized power structures to monitor and shape online
content to very different extents, in some cases, is there-
fore rooted in fear of losing legitimacy [50].

(iii) Parental and Company Controls: Parental controls
are often implemented at the household level or through
private software filters, but some governments mandate or
encourage Internet service providers or software vendors to
offer content controls for minors [172, 114, 54]. Although
less intrusive than broader state censorship, these mea-
sures align with local regulatory environments.

(iv) Economic Motivations: Other motivations for cen-
sorship can involve intellectual property protections, such
as blocking illegal downloads. Companies and govern-
ments may also block competitor websites or restrict traf-
fic to protect trade secrets [129]. Although this practice
can serve legitimate security purposes, it can also become
a rationale to censor or restrict broader sets of content
[163, 52]. Such overblocking of potential legitimate content
could affect users’ trust in information sources [52, 27].
Regions with strong government-industry ties or height-
ened espionage concerns tend to enforce such restrictions
more aggressively, reflecting the influence of economic and
political alliances on censorship patterns [131, 192]. Ad-
ditionally, enforcing censorship often leads to unintended
non-technical consequences, such as stifled innovation.
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Managing Public Attitudes as a Form of Control. Beyond
technical restrictions, governments actively shape public
opinions to legitimize censorship. For example, state-con-
trolled Chinese media frequently portray the Internet in a
negative light, reinforcing public acceptance of Internet re-
strictions [63, 196]. This reflects the concept of networked
authoritarianism [120], where authoritarian governments
allow some degree of connectivity but strategically manage
and tightly control online discourse to reinforce state nar-
ratives. The example of China demonstrates how deeply
rooted cultural norms can lead citizens to regard the gov-
ernment as the sole legitimate authority, thereby making
its actions appear more natural and expected [63, 28]. In
this context, governments also refer to user studies, stating
that the majority of respondents are in favor of Internet
censorship and support government control [94, 81, 196].
However, this high acceptance rate of Internet censorship
is irrespective of the nuances stated by respondents about
which types of content should be censored (e.g., porno-
graphic content over online chatting), [196, 81]. Nonethe-
less, the study by Wang and Mark [196] also showed that
over time, even if there is an uprising against censorship at
first, normalization reduces resistance, making censorship
more effective even without broad technical blocking. Con-
sequently, individuals who adapt and modify their online
behavior, impact censorship detection and measurement,
as such subtle changes leave fewer visible traces.

User Behavior and Self-Censorship. As already mentioned,
whereas self-censorship is primarily an outcome of censor-
ship and surveillance rather than a deliberate technique
by censors, one psychological motivator that reinforces it
is fear of isolation: the concern that expressing an unpop-
ular opinion may lead to social exclusion or disapproval.
This fear can lead to a heightened tendency to withhold
opinions, reflecting the willingness to self-censor [2, 29]
(see Sect. 4). Moreover, self-censorship is closely related
to the chilling effect, where users adapt their online be-
havior, and the extended chilling effect, where such adap-
tations spill over into offline live [215, 121]. Beyond these
individual-level processes, the spiral of silence [144, 74]
provides a broader social explanation: users are further
discouraged from engaging in discussions when they per-
ceive their opinions to be in the minority, even in the ab-
sence of direct censorship [91]. As more people stay silent,
the dominant view appears even stronger, which in turn
pressures more individuals into self-censorship, reinforcing
the spiral of silence and making certain views disappear
from public discourse [84, 29, 74]. Such social conformity
amplify the chilling effect, alter Internet usage, and can
mislead passive censorship detection systems that ignore
behavioral adaptations [2]. Consequently, technical mea-
surements may underestimate censorship levels when they
fail to account for human behavior.

Challenges in Data Collection and Interpretations. Col-
lecting human-centered data introduces biases as well as

ethical and methodological risks. For example, OONI probe
usage spikes during censorship events, meaning anoma-
lies may correlate with participant activity rather than
censorship prevalence: users run OONI more often when
they are experiencing censorship [48]. Simultaneously, the
use of Volunteer-Operated Devices (VODs) raise ethical
and logistical challenges [140]. In highly censored envi-
ronments, participating in data gathering, such as con-
tributing to measurement platforms or reporting blocked
content, can invite legal reprisal, political or social risks
[52]. This produces self-selection bias, since only certain
groups contribute [177, 196]. Marwick and Boyd [123]
found that people who have been systematically and struc-
turally marginalized (e.g., LGBTQ communities, people
of color) are particularly sensitive to perceived surveil-
lance, leading to heightened privacy concerns and behav-
ioral adaption, such as underreporting [158]. Thus, re-
searchers bear responsibility to protect volunteers, assess
political risks and work with trusted organizations [140].
Another challenge, also influencing potential data misin-
terpretation, arises when unskilled users are unable to dis-
tinguish between malfunction and censorship. As pointed
out by Aceto et al. [2], users might blame a destination
host for not delivering a website if no blocking page is
shown, although a censor could slow down or block a con-
nection to a particular target. Similarly, users may assume
their Internet service provider or destination system is at
fault, and thus censorship might be attributed to an end-
user’s client device. Additionally, some forms of content
restriction, such as algorithmic filtering or social media
shadowbans, may not be easily detectable. Therefore, to
avoid missing the nuanced reasons behind traffic anomalies
and to ensure correct data interpretation, local expertise
and contextual awareness should be considered [183, 104].
Overall, while technical approaches effectively detect di-
rect censorship, they risk underestimating suppression when
human behavior and societal factors are ignored. Address-
ing these challenges by integrating technical, psychological
and societal perspectives will not only improve measure-
ment accuracy, but also support those most affected by
restrictions.

10. Conclusion

We surveyed the capabilities of Internet censors. To
this end, we introduced a generic taxonomy of censor-
ship systems and provided an in-depth coverage of cen-
sorship methodology on the basis of network protocols.
We have shown how current censorship is conducted, in-
corporating sophisticated methods targeting BGP, TLS,
and several forms of circumvention tools. We provided
a detailed explanation of censorship measurement on the
Internet, transport, and application layers, explained how
the measurement of circumvention tool censorship can be
conducted and compared available censorship datasets and
platforms. Finally, we discussed trends and challenges, in-
cluding human aspects.
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Overall, several censoring and measurement methods
of the Internet, transport and application layers remained
consistent for years. However, more of the community
gained a better understanding of measurement limitations
and developed more sophisticated methods that aim to im-
prove precision and accuracy of experiments. Recent tech-
niques incorporated novel network protocols, platforms and
technological trends. Another major novelty of the last
years is the focus on societal and human aspects (both,
from a censorship and from a measurement perspective),
which has been a side issue in the past.
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